DEFINITIONS

AQE An index scale used to measure the extremity
of aar quality on a given date, The index spans
from 0-500, where a lower value indicates cleaner
air guality. AQI includes chemicals and particulate
matter (refernng to any harmful particles m the

air of certain mm diameters).

HYPOTHESES

H,;: Air quality will have no effect on the
number of asthma-related hospitalizations
in Allegheny County.

H,: The air quality will increase the number
of asthma-related hospitalizations in
Allegheny County.

DATASETS

Air Quality Index: EPA & WPRDC
Societal Factors: Pennsylvania Department
of Health (Asthma Hospital Visits, Fall
Deaths, Bronchus Cancer, Cardiovascular
Disease)

AYONWORTH DATA JAM (LAUREL PURCELL. CATRINA RAICH . AMELIA HARDIMAN. JACKSON SHIELDS, COLIN CRAWFORD, BRAYDEN SIMMONS. ZOE TREXEL)
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Standardized Testing: A Reflection on Intelligence or

Economic Environment?

A study on standardized test scores in relation to economic factors in Allegheny County’s public school districts, with an
additional analysis on passing proportion discrepancies due to the COVID pandemic in relation to economic factors.

North Allegheny Senior High School: Max Fang, Angel Qu, Gautam Ramkumar, Aneri Shethji, Riddhima Singh, Risha Solanki, & Collin Wang

BACKGROUND

Standardized tests aim to act as a benchmark for academic achievement,
yet they have been controversial since their formulation, with disputed
issues ranging from test design to cost. However, the most heated
controversy in recent years has surrounded the validity of testing in
general. In this study, we researched whether standardized test scores are
a measure of inherent intelligence or of economic environment and its
educational resources (or lack thereof), Herein we report a study analyzing
the relationship between MV/PI AR values (Market Value / Personal Income
Aid Ratio) in Allegheny County and SAT test scores (2017 - 2019) and
proportion of PSSA test-takers who passed the exams (2017 - 2022**) in
addition to PSSA passing proportion discrepancies between tests
administered before and after the COVID-19 pandemic in Allegheny County
to determine whether certain public school districts within Allegheny
County may inherently be at a disadvantage concerning standardized test
scores as a result of economic disparities.

RESEARCH QUESTION

Is there a significant relationship between economic variables and SAT test
scores or PSSA passing proportions, and has the COVID-19 pandemic
unequally impacted PSSA passing proportions across public school districts
in Allegheny County?

HYPOTHESIS

We predicted that school districts located in areas with better conditions
(i.e. lower MV/PI AR) would be significantly associated with higher SAT
scores and PSSA passing proportions as well as smaller PSSA passing
proportion discrepancies. Furthermore, we anticipated that variations in
average SAT scores across school districts would be more strongly
correlated with economic factors than PSSA passing proportions.

CHALLENGES

* The Pennsylvania Department of Education (PDE) stopped releasing
reports of SAT/ACT scores after the COVID-19 pandemic started.
= Some high schools we reached out to refused to release their data,

so we were unable to analyze the impact of COVID-19 on SAT scores.

* Additionally, we were unable to analyze the data for Duquesne and
Wilkinsburg Borough school districts because their data were
incomplete.

METHODOLOGY

1. We imported the data into Google Sheets and filtered them to
only include the data relevant to our study. For the purposes
of this study, each SAT score or PSSA passing proportion
represents an average SAT score or proportion of PSSA test-
takers who passed from a public school district in Allegheny
County. A sample of the cleaned data that we used is shown
below.

2. Using the data, we created seven models in RStudio:

a. Using Linear Regression

i. Average SAT scores vs MV/PIAR (p<2.2* 10’") (2017 -
2019)

ii. Differences in PSSA passing proportions before and
after COVID* vs MV/PI AR (one model per subject -- ELA,
Mathematics, Science) (p = 0.001, 0.824, 0.079,
respectively) (2017 - 2022**)

b. Using Multiple Linear Regression

i. PSSA passing proportions as the dependent variable
and whether the test was administered after the
COVID-19 pandemic and MV/PI AR as the independent
variables (one model for each subject - ELA,
Mathematics, Science) (., = 6.8 * 10", <22 % 10", =
0.021, respectively; <22*10" forall subjects)
(2017 - 2022**)

3.We then performed ANOVA tests on each model to determine
the statistical significance of each variable (p-values above)
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*Differences were calculated by subtracting PSSA passing percentages in 2021 from those in 2019
**2020 scores excluded
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ANALYSIS &
CONCLUSION

With « = 0.05 and using the calculated p-values, we concluded that the
relationships between SAT scores and Allegheny County MV/PI AR values from
2017 to 2019, as well as between PSSA passing proportions and MV/PI AR values
from 2017 to 2022**, were statistically significant. We also found that the
relationship between the differences in PSSA passing proportions (before vs after
the COVID-19 pandemic) was significant for the ELA exam; however, we found
that the correlations were not significant for the Mathematics and Science exams.

Dfferance In Passing Propartion

MV/PIAR

The results from our SAT analysis suggest that SAT exams may not be a measure
of intelligence, but rather of the resources available to test takers, such as tutors
or prep classes. However, the results from the PSSA analyses indicate that not
only are fewer resources available to students, the inherent quality of education is
lower in areas with lower MV/PI AR values, i.e. poorer areas, assuming that PSSA
test-takers do not use resources to prepare for the exam. Though we found that
the COVID-19 pandemic had a significantly larger impact on PSSA ELA passing
proportions associated with high MV/PI AR values, we were surprised to see that
it did not have a significant impact on Mathematics or Science exam proportions.
Further research would be needed to explore these unusual findings.

Qverall, our results suggest that the one-size-fits-all approach to these so-called
"standardized" tests does not truly fit all. Though our exams may be
standardized, our quality of education is not. The facts are blatantly obvious -
education is not equal across diverse demographics. If we truly want to measure
intelligence or education, we must prioritize equity over equality and choose one
of two options: provide sufficient support for poorer school districts to improve
the quality of their education or adapt our standardized exams to fit the needs of
each district.



The correlation of diversity and publications

By: Shuchir Jain, Edward Yang, Andrew Feng, David Wang, and Sameer Gosalia from North Allegheny Intermediate High School

Research Question: As the diversity of the Our Hypothesis: There is a positive correlation between
workforce in Science and Engineering related fields diversity and publication output, for the greater difference in
changes over time, how has the rate of academic backgrounds contributes to a wider range of perspectives and
publication correlatively changed in the U.S? potential from the IQ curve and thus more research studies.
Step 1: Find the Data| | —. | ta) e
- All data from NCSES (Natlonal - @ G LRI e MEEEIE alivEiEay, e Zk Ze S n]( )
Center'tor Scienceland . . used the custom diversity score -1 — = n—1
Engineering Statistics) formula. This formula finds the s dlver5|ty <core n
- The National Survey of - - - - - standard deviation of every n : number of demographics DilEEE) BRI 2
College Graduates-for NCSES demographic from each other and P, : Percent of a demographic in a Publications Based on Year
information regarding the subtracts the result from 1, outputting a  population
population of demographics in 0- _1 number wh_ere O is no diversity and B |
thelS2E workforce 1 is complete diversity. 0
- The Publications Output: U.S - Using this formula, we calculated the S
Trends and International diversity scores for each field and z
Comparisons-about the P combined them together using E
peer-reviewed scientific W ig weighted average with each fields’
Ublicationsicreated by vear XIX publ|c_at|on_ percentages as weights.
P vy - The diversity scores, plotted on the | j
o 7 LA L
x-axis, a_nd_the publications, pl_otted ON SeE Diversity Scores 2019 2017 N o T
- the y-axis, in Graph 1 show a linear Engineering 62.03% 61.45% 60.10% 59.74%  58.59%
regression. This graph seems to affirm Compsci & Math 69.81% 70.06% 69.38% 68.21%  66.97%
- We compiled a multi-sheet the hypothesis, but due to the Bio, Agriculture, Life 83.68% 83.11% 81.88% 82.59% 82.47%
publication data into a single regression F statistic having a p-value of Physical 72.82% 70.93% 68.76% 70.00% 68.12%
sheet across the years 2010, 0.11, the correlation is statistically Social 73.11% 76.54% 76.27% 74.60%  76.33%
2013, 2015, 2017, and insignificant. Weighted Average 76.51% 76.29% 75.08% 75.25% 74.85%

Then, we created Individus Concluding Statements |
- Then, we created Individual Though the correlation was insignificant...

sheets for each S&E field, each| |1 research can still provide actionable value. Because diversity does not correlate with publication
pulling workforce data to output, the demographics of an individual likely does not correspond to their academic output and
calculate diversity scores therefore should not affect one’s chances at things like admission and hiring. Further cases from the
(expanded in analysis). STEM field could also be studied, like patents, to further confirm or refine our results.




Effects of Cancel Culture on the Attention a Celebrity Gets on Social Media

MacKenna Healy, Anika Balog, Hailey Kurylo, Griffin Grushow

South Hunterdon Regional High School

Question: Does cancel culture affect the social media following of
celebrities in regards to before and after being canceled?

(@)

Introduction:

~

Cancel culture is a method of holding someone
accountable for their opinions. This subject is
important because people have been determining
others’ views on social media for a long time. In
our research, we looked at the likes, retweets, and
replies of posts made by Nick Cannon and Piers
Morgan on Twitter. We collected this information
from before and after their week of posts that got
them canceled. Our main goal was to observe the

level of fluctuation among their internet attention
K before and after cancellation. /

/ Challenges

Along the way, we faced several challenges
including:

- Data not being readily available;
There was not a downloadable dataset
so we had to find the data ourselves

- We had to decide on a subset of
celebrities;

We settled on two from the same field
but canceled for different reasons.

- Wanted to look at Net Worth We

couldn’t find any reliable data /

- - Retwoess

TTest Results for TTest Results for

/ Data Sources/Ways of Analysis:\

Likes: 0.092 Retweets: 0.114 |
Nick Cannon
! Twitter Data
e : (6/17120 - 7/21/20)
Followers =
Before &
S 7

TTest Results for TTest Results for
Likes: 0.054

Retweets: 0.076

Piers Morgan

Twitter Data
(2/18/21 - 3/19/21)

\

\

Twitter was the main source that was used
to find data about Piers Morgan and Nick
Cannon. We used the advanced search in
Twitter to help us find older dates which
made our data collection manually
intensive.

The charts show the number of tweets,
likes, and followers before and after the

cancellation.
We ran T-tests to check the statistical
significance of the differences before and
after. j
Conclusion
The cancellation of Nick Cannon and Piers
Morgan has increased their retweets, likes, and
replies on Twitter for a short period of time.
Their retweets, likes, and replies on Twitter
varied. While we can see the effect, it was not
always statistically significant and not
necessarily long-term impactful. It is much

harder to assess the impact of cancel culture
than we thought it would be.




HYPO S1S: HIGHER RA S OF TEE CELL PHONE USAGE HAS BEEN A SOURCE OF
INCREASE IN CAR ACCIDENTS

WHY IS IT IMPORTANT?

DOES CELL PHONE USAGE HAV AS TEENAGERS WHO DRIVE
A CORRELATION TO AN /E REALIZE HOW MUCH
INCREASE IN CAR ACCIDENTS? FECHNOLOGY HAS BECOME A
CHNOLOGY HAS DRASTICALLY sinaw -~ MAJOR DISTRACTION TO OUR

EVOLVED OVER THE PAST : DAILY LIVES. A TEACHER AT
SEVERAL YEARS, BUT CAR s aame ? CARLYNTON JR./SR. HIGH
ACCIDENTS HAVE ALSO e 2 : : SCHOOL, MR. COLONNA, WHO
EASED VERELY 3 ) DOES DRIVER'S ED AS A SIDE
ITHOUGH THESE TWO v s JOB, HAS OBSERVED THE
E 5 D 5 HAV reriagiasac) A i3 CHANGES OF BEHAVIOR IN
A CORRELATION WITH EACH TEENAGERS FOR THE PAST
OTHER, A DEEP DIVE REALLY ; ” DECADE. WHE
SHOWC S HOW MUCH THESE INTERVIEWING HIM ABOUT
\ AFFECTING HIS EXPERIENCES IN
TION OF " : TEACHING TEENS TO DRIVE,
NS NOWADAY HE STATES, "THE NUMBER
FING & DRIVIN ONE CAUSE OF CAR
ROUTINE, AS WELL AGCCIDENTS AMONGST 1 NS
KING SOCIAL MEDIA 1S DISTRACTED DRIVING;
WHIGH OVERALL FORMS THE PRIMARY REASON FOR
DISTRACTED DRIVING 1S
BECAUSE OF CELL PHONES

HOURLY,
A LIFE-THREATENING OUR GROUP STARTED BY LOOKIN
DISTRAGTION WHEN DRIVING WHIGH PROVED TO BE A PROBLE
WERE FEW THAT SEEMED TO RELATE TO OUR
QUESTION. AFTER A MEETING WITH OUR MENTOR,
HE VALIDITY OF OUR
AND HOW TO SUPPORT IT. WE
TWEAKED OUR HYPOTHESIS AND F yD MORE
APPLICABLE DATA SETS. FROM THERE, WE WERE
; CORRELATION BETWEEN
OWNERSHIP. THE
K M ON
THEIR OW S THEY WERE THE COMPLETE

OPFPOSITE OF WHAT WE WERE EXPECTIN A N A L Y S | S

Teenage Crashes Involving Cell Phone and Cell Phone Ownership
o OUR GROUP RE TED OUR INITI
HYPOTHESIS, BECAUSE OUR TES
SHOWED THAT THERE WAS NO
RELATIONSHIP BETWEEN TEENAGE
RASHES IN ALLEGHENY COUNTY,
ND CELL PHONE USAG WE FIRST
USED A CORRELATION TEST
WHICH CAME OUT 1T
MEANING THAT THERE WAS
SIGNIFICANT CORRELATION
- - ] - Cell Phone Ownership by Year BETWEEN GRASHES AND CELL
PHONE USE. ADDITIONALLY, WE
USED A TRADITIONAL HYPOTHESIS
T , WHICH ALSO SHOWED THAT
THERE WAS NO RELATIONSHIP
ALTHOUGH OUR HYPOTHESIS WAS
REJECTED FOR TEENAGERS IN
ALLEGHENY COUNTY, THE
HYPOTHESIS COULD § L BE TRUE
FOR TEENAGER
Percent age of Teenage Crashes Involving Cell Phone by year ”“l""“;lTI“V';; R aRS e
e HE HYPOTHESIS WAS
COULD BE THAT PA
IRICTER DRIVING LAWS FOR
TEENAGE DRIVERS. ANOTHER
REASON COULD BE NEWER SAFETY
LAWS THAT THAT HAVE BEEN
ADOPTED, OR ADDITIONAL SAFETY
MEASURE THAT CAR
MANUF RERS HAVE NOW
ADDED

Teenage Crashes Involving

Overall Cell Phone Ownership e

et stin Coiphans Cunorig Poieets
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Eurasian Milfoil’s Abundance in the Central & South Basins of Chautauqua Lake
in Proportion to Other Invasive Species After Being Sprayed with Herbicides

PROBLEM: What invasive species in Chautauqua Lake has the most abundance after being sprayed with
herbicides and does the region of the lake affect the amount of plants remaining?

.
IMPORTANCE: Plant growth like seaweed and algae are overwhelming in Chautauqua Lake. Here in Bemus Point, NY, the lake is a R
common pastime for those who live in the area, and its condition is important. The aquatic plant growth in this area tends to get out of

control (this includes dangerous blue-green algae) and herbicides could allow us to manage the growth to keep the lake healthy. We ar
trying to see what species is most dense in our lakes after being sprayed.

= B HYPOTHESIS: Herbicides are effective at controlling the density of invasive
Eurasian Milfoil found in lakes, based on sampled areas.

e —
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OTAL SITES 450

OVERALL
EURASIAN WATER MILFOIL

Distribution of Plant Density - Central and South ! =
Basin ] Y PLAN: We plan to analyze
AN Gy Asa . @ Chithatys. ) Neh Mty 2={location of sampling zone and invasive species density in proportion
©® Bustilakewood @ Ellery/ BP |
to all other species recorded. We will do this by using data from the
CLA (Chautauqua Lake Association) and other lake data in the
Northeast. The method of analysis will be determined by The Point
Interception Method which tracks the extent of aquatic growth
within certain littoral zones (nearshore areas). The data we will use
will consist primarily of Chautauqua Lake Basins located in the
Totak%)  Trace-Sparse(%) Medium-Dense(%) North and South zones.

Challenges
Pesticides aren’t proportionally used in each section of the lake
meaning that plant growth rates differ depending on where the
data was collected.
Chautauqua Lake is a small lake located in a low populated
suburban area and therefore not much research has been done
on the effect of herbicides on plant growth.
Hard time finding before and after data lead to changes in our
original problem.

CONCLUSION: Our data shows that the invasive species with the
highest abundance in proportion to other invasive species is Eurasian
Milfoil. It also shows that after being sprayed with herbicides,
Eurasian Milfoil is the most resistant to the treatment when analyzing
the data from the Central and Southern Basins of Chautauqua Lake.

Elizabeth Quadt, Alexandra Gren, Caleb Barton, Keegan Rishel, Rachael King,

M APLE GROVE 2023 Emma Schrecengost, Eli Moore, Madeleine Wadsworth, Daniel Quattrone




Improvements to Pittsburgh’

's city parking lot distribution

Hampton High School
Aaron Peng, Darren Wang, Sebastian Villalba, Vitaliy Pikalo

Introduction

Many areas in the city suffer ing high ot

where attimes
cmptyfor days on end. This neffcient use of spacs esouroes negatively mpacts the fanetionalltyof ot ity We believe that by

pacity is pushed to the limit. Meanwhile, other lots in more sparsely used areas stay mostly

, and reusing or

parking spaces that are underutilized, we will be able to benefit the traffic flow of our city. We decided that the best way to analyze and find under- and over-used parking lots s to find a correlation between traffic rates and

the usage of lots around the area. Additionally, by finding available and unused lots near areas of activity, we cay
question:

n identify places for improvement or construction. After examining the data at hand, we came to our research

To g

The purpose of this analysis is to locate overused lots, underused lots, and empty spaces where parking lots could be developed. We will then propose of alist of lots to be renovated or constructed in strategic locations

that can help relieve the flow of traffic or congestion due to lack of parking spaces.

Methodology

The first dataset we used is the Parking Data Dashboard, pulled from the Western Pennsylvania
Regional Data Center. We used said dataset to analyze parking lot usage across parking lots across
nd

Limitations

One limitation of our project is that some parking lots didn't have any traffic counters nearby or lacked
data on spaces/rates Because of this, we had from there
15 o the amount of spaces for some lots. We addressed this issue by taking

Pittsburgh. Specifically, we looked at the number of available parking spaces, payments

dat

utilization (a metric of purchases made during a time interval). These statistics helped
of parking lot availability.

The next dataset we utilized is the City of Pittsburgh Traffic Count, pulled from the Western
Pennsylvania Regional Data Center. We used the data from this dataset to assess automobile traffic volume
and speed across Pittsburgh

The last data et we used is Zone and Lot Attributes pulled from the Western Pennsylvania Regional
Data Center. We used this data parking location
street) for parking lots in zones across Pittsburgh.

We also analyzed the relationship between traffic rates and the parking spaces with linear regression

tofind a correlation between the two factors.

ta from
‘Additionally,the traffic count data we used was collected in different years (2019-2021), so some
changes in traffic trends may not have been captured by the data properly.

Furthermore, the dataset for parking lots did not lst latitude and longitude, so we had to manually find
these values. Because we relied on Google Maps in this process, we could not find latitude and longitude with
‘pinpoint accuracy.

stly, we did not account for other factors that may impact demand for parking, including proximity to
commercial areas, parking rates, and on-street vs off-street parking Thus, our analysis of the relationship
between traffic and parking likely does not paint a full picture of how parking lots in Pittsburgh should be
revised. We suggest expanding the scope of future analysis to get more conclusive results.

Results
We managed to pull 63 pieces of data for parking lots and garages, and over 400 pieces for traffic points. Then, we calculated the traffic flow by averaging the 5 nearest traffic data points within half a mile. We
‘began by graphing traffic flow to lot spaces, in hopes that this will yield results that show some lots having heavy traffic, yet with little spaces to accommodate for said traffic. We found that there is no significant
correlation between the two factors, nowever as shown in Figure 3. The r-squared value was 0.0085.
)

average andlotulztion through linearreression With  1-squared value of 00364, that thereis ignificant

the
between those factors (Figure 1) In further support of this conclusion, the residual plot for this pattern, which all the dispe
For our utilization metric, we analyzed 36 different lots across the city of Pittsburgh, which also yielded some interesting results. Foremost, many lots seem to be heavily underutilized, with utilization numbers
reaching as low as two percent, The mean and median for our utilization data were both between 25-30 percent. Our highest recorded utilization value was 67.9 percent. Notably, the two lots with the greatest number
of spaces, Downtown 1(299 spaces) and Downtown 2 (373 spaces) had among the lowest utilization (Table 1).

Figure1.

Linear Regression of Average Traffic Count and Utilization Distribution of traffic lots (blue) and traffic count data (red)

Averoge hofic Count

was 00364, Note. The size of the circl

Table1.
Lots and their Respective Utilization Values

‘Average Traffic Count and of Spaces

L

Avenge U

331 - Homewood Zenit

Melloa Park

Bakery Square

0.04963

ogy Drive

Downtowa 2 0.06339

Downtown

Note.1
spaces. was 00085

Conclusions § Recommendations

‘When looking at the connection between nearby traffic count and lot utilization, there is no significant relationship. Factors that could affect this include: no real correlation between traffic and need for parking
spaces, sparsity of traffic count data for some lots, and low sample size. However, this does not detract from the fact that some lots have low utilization numbers. In tables 1, Homewood Zenith Lot is shown to be the lowestin
terms of utilization, closely followed by Mellon Park and Bakery Square lots. These, according to the utilization values, are the least used parking lot that we have data for. On the other hand, Tamello Beatty lot(not shown),
holds the greatest utilization number.

Therefore, we that the parking lots with the least utilization to bring more activity and elevate parking demand to conserve space. For overused lots, such as
Tamello Beaﬂy we mcommend that either expansions are made, or non parking lot spaces around the area be converted to extra parking space to reduce and improve traffic flov. T ion of these
polici maximiz le still meeting drivers in need of parking

1 terms of fatur research on this topic, we tothe City of Pittsburgh:

Progress of how our research affected the future- years down the road

Nationwide instead of just Pittsburgh, larger cities that may compare to Pittsburgh in terms of ot utilization
Analyzing the bet i tors, such to entertainment hotspots
Determining a healthy target level forlot ulization
However, we acknowledge that our data is not comprehensive, and our sample size is small. Therefore, our results may be inaccurate compared to real life circumstances. Most notably, we have lttle traffic data in the
than available

e

downtown area, which may b
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Improving Central
Dauphin’s (G)IEP Program| {55

\ 504 Plans - Accommodation:

for students to help them i

THE PROCESS Nt

ESTABLISHING PROBLEM: HOW CAN WE IMPROVE THE (G)IEP PROGRAM AT

CENTRAL DAUPHIN HIGH SCHOOL?
THE PROBLEM g

Talked with current special education teachers
Gained insight about the (G)IEP system at CDHS

ing
e

»
~
C—

SURVEY'NG Créated an online survey* for students and staff to respond to
Asked their thoughts about the current (G)IEP program at CDHS
STUDENTS AND - Worked through complications of response hesitations
STAFF *Survey Results down below

‘e
— s

-

"
Mo,

ANALYZ' NG Quantified survey data using Likert scales

Created bar charts and a pie chart to visualize the data
D TA and identify areas for improvement

e

Received feedback about the created solutions from original

RESURVEYING students and staff

Gauged effectiveness of changes

Implementing Phase 1: Survey|

f
| CONCLUDING Analyzed how the changes were received
; 6 AND FINDING Met with staff and school administration to discuss implementation

changes
. NEXT STEPS -

Phase 2

iSolutions
FIRST SURVEY swe-xunfflee: = SECOND SURVEY

I ‘meetings during Summary
Graphs: connections" time swe-o0 GIEP Upon resurveyingthe GIEP students, we

Questions Included: sot. found that the majoty” aproved of o proposed
1) How do you currently feel about the R = e S T
(G)IEP/504 program? (Likert Scale) g . I Minimal Sample Size sy
L)_R_B R

o Reduce stigna
2) How could the (G)IEP/504 system be Tothe it e re
calclations o the

improved? (Open Ended) = min. sample sz to
. detec 3 change o 05,

Process: = Paired T-Test
= v fcests unnary Using the Likert Scale, we compared the two surveys.
We conducted 2 randomly sampled 501 reports o consiruc howaccraeof  hange w fond.The
anonymous online survey, asking students and cakculations can b seen below (excel sheet]. We.
o i 0% comidunc o there was's
teachers for a key problem with our school’s IEP e

program. We then made a Pareto (bar graph) of

nand
the responses. We chose the variable where we
could make the greatest impact based on the ST
Pareto effects. Then, we conducted an . GIEp students'follow-up

experiment based on the chosen problem. D
ight.

Approval: CHALLENGES

Future Steps:
We recelved approval from the school
L Future project explorers - Social Engineering

administration to conduct the survey. We then should discuss the o A EE A EROI
included students’ parents in the email with the O ers the local political and administrative barriers
survey to receive their approval. . R dsatntes involving confidential student information and

o 8 B even the studying of students itself. We had to

Overall Problems: Long:term goals should establish mutual trust and respect.
[l AHESEEE - Data Collection

GIEP: No collaboration or scheduled meetings r
resentations and K-12
EP/504: Communication and program stigma e - Throughout the first round of data collection, we
Staff: Communication and Specially Designed taced Infial hoaresponse blag
B D * Connections s a weekly
Instruction (DI) confusion ungraded class that sl

sudents must take
**SNR= Sound Noise Ratio: This ati displays the - Survey Design
number of responses to the number ofno responses. . - We worked to create a clear and efficient survey
e rgnalsentut 34 s, bt 2 responses were . - e vy
claimed as “dead”, s0 we removed them. We have since. 5
e e fceads o - Data Communication

Linear Algebra Team:
Central Dauphin High School




Oakland Catholic Data Jam 2023: Réisin Tsang, Maura Schorr
Mentor: Zhen Wu

Detention or Detainment: Does higher enroliment in
schools impact crime rates?

School Enroliment
in PA

Around the world there has
been a rise in children
skipping school. The
pandemic greatly affected
school enrollment rates,
leading to an overall
decrease in school
attendance.

Null Hypothesis

There is no relationship between

school enroliment and arrest rates in a
neighborhood.

Results:

18-19 Enroliment v. Arrest Rate

Arrest %
10 15 20 25 30 35

5

0

60 70 80 920

Enroliment

Figure 1: A graph of Arrest Rates over School Enrollment Rates for

18 to 19 year olds in PAin 2018. p-value = 0.003

Challenges we faced

We had to manually input the number of
arrests and calculate the percent of the
population arrested for our arrest
dataset. We also changed mentors
halfway through the year, so we had to
catch up our new mentor with the state
of our project.

Credit: penndot.pa.gov

Crime in PA
Like many other states, PA
has seen a rise in crime
rates since the pandemic.
We wanted to look into the
possible factors affecting
this ever present issue.

Alternate Hypothesis
Higher enrollment in schools has a
negative linear correlation to arrest
rates in a neighborhood.

Conclusion
The p-value of 0.003 far lower than the the
alpha value of 0.05. This means that the
relationship between our two variables is
statistically significant and we can reject the
null hypothesis that there is no relation.

Recommendations

Knowing what factors impact high crime
rates could be greatly beneficial to the
citizens of Allegheny county. Although further
research of our hypotheses is required, any
relationship between crime rates and school
enrollment  would possibly incentivise
government officials to adjust the funding of
our schools or create alternative programs to
deter crime. A decrease in crime rates of our
state would greatly benefit students and all
citizens of our state which is why it is such a
pertinent issue to investigate.

Sources
Arrest Rates by County in 2018: https://public.tableau.com/app/profile/stephen.st.vincent/viz’PSPUCR-TableBArrests/ArrestsbyAgeandSex

School enrollment in 2018:

https://data.census.gov/table?g=american+community+survey+school&t=School+Enroliment&g=0400000US42.42$0500000_1600000US4261000&

=2018
Age of County in 2018:

file:///private/var/folders/rj/grtzplsx1tdgr4hjf4m7z79h0000gn/T/com.microsoft. Excel/Microsoft%200ffice %20Send%20Mail/AGE_BY_COUNTY_2018_

CENSUS_BUREAU pdf



Virtual vs Reality

Kevin Hernadez, Yahir Martinez, George Sandoval, & Randy Juarez
Passaic Academy for Science and Engineering
Mentors: Connor Woods, Caldwell University & Taylor Mathis University of Pittsburgh

e Our hypothesis that we are trying to answer is: How did the
pandemic affects students education during online learning?

e The project evolved by creting a survey for the whole school to
fill out and analyze our results and make conclusions.

e \We picked this project because we got curious about how virtual
learning performances can or how it affected in person learning
performances in this present time period

e The data set we have used was a survey. In reality the only issue
was getting people to actually respond to the survey

e The Data would have not needed to be cleaned as it was only
needed to organize the data . = .

e One of the main challenges while facing the data set how itwas ~ ® A recommendation could be teachers providing physical
coded as it limited how ability to interpret the data and place them  homework & online homework to support students into

into graphs completing their responsibilities on time and faster.
e The focus would have not been limited during the process of e Ones results could make suggestions to be more
interpreting the data. responsible & manage their time more efficiently.
e \When it comes to things like time spent sleeping it was relatively
the same compared to both online and in person.
e One of major limits of the data set was on the sample size and e Data Jam Survey designed and given at our school:
along with the fact that more data for things like mood would've
been useful.

e Yes, the factors that constrained was how the values could only
have been set to numerical.

Thanks to DataJam, Pittsburgh DataWorks, our teacher Mr. Chomko, and our awesome Mentors for this awesome opportunity!




Project Development

Mentors: Ta
Anus

e Our hypothesis was that crime rate in assault and burglary grew
since the end of COVID-19 and compared to pre-COVID levels..
e The project started with looking for data going from Pre-COVID

(2019) and more recent data (2022/2023), but after we could not

e \We decided on doing this because we noticed more crime in areas

find the data needed for 2022, we used data from 2019-2021.

around us after covid. That is also the reason why we found it
interesting.

Data

We used the Uniform Crime Reports from the NJ State
Police for 2021, 2020, and 2019.

The data needed to be cleaned/reduced because there
was extraneous data that we were not looking for inside
of the Uniform Crime Reports. We did this by transferring
the data to a new Google Sheet.

We changed the years to reduce the range, and then we
decided on the types of crime we would include.
Protests and Political and Social Outrage due to events
such as the Death fo George Floyd in 2020 may have
affected the 2020 rise in assault for urban areas.

Arise in depression and fiscal disparity due to Covid-19
killing jobs may have caused a rise in the crimes we
focused on.

Our Conclusions

The crime rate for burglary and assault crimes after covid has lowered compared to how it was
before covid. Covid-19 had an effect on all populations everywhere that had contributed to a

rise in crime during 2020

Empty Streets, Cleaner Sheets

Zion Colon, Fernando Martinez, Brandi Ramirez, Joel Tlale
Passaic Academy for Science and Engineering

JORIaEnISE University of Pittsburgh
aPandeyl Caldwell Universityt

Data Visualizations and Findings

Burglary Crime rate (2019) Urban vs. Rural

County

sdem

Population Population
(2019) (2020)
503,1

:
149,815 154,15
o453

Thanks to DataJam, Pittsburgh DataWorks, our teacher Mr. Chomko, and our awesome Mentors for this awesome opportunity!

Burglary Crime rate (2020) Urban vs. Rural
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Interpretations and Recommendations

rate was up between 2019 and 2020 and then fell dramatically
post-lockdown.

e For all counties in NJ we found that the burglary crime rate was up between
2019 (before Covid-19) and 2020 (during Covid-19, but then the burglary
crime rate fell dramatically after lockdown (2021).

References

e 2021_UCR_Jan - march.xlsx
https://docs.google.com/spreadsheets/d/1ivJuhtVGM4A9CIIHO4yk-gPOfEEQtzUB/edit#qi

d=1524344962
e “Uniform Crime Reports.” State of New Jersey Web Site,
https://www.nj.gov/njsp/ucr/uniform-crime-reports.shtml.
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Effects of Social Media on Teenage Sleep

Martina Tatalias, Leah Hartman, Leah Armstrong, Liz Alacce
Bethel Park Team #4

Question: Does an increase in social media usage have an impact on the number

of hours teenagers sleep at Bethel Park High School?

Challenges

Data Sources

Some challenges we faced during our project For our data source we created a survey and got it approved by our principal to be sent to
was that we had trouble getting a lot of people all students at Bethel Park High School. In total we collected 183 resp To get

to take our survey. We also could have to take our survey we sent out a school wide email to all the students. We also created
problems with people responding to the posters with QR codes to the survey and posted them around the school and in classrooms
survey inaccurately giving us inaccurate data. From this we were able to gather all the data necessary to find any correlation.

How many hou«s o! sloep do you typically get on 1/3 of students at Bethel Park
High School spend 3 or more
hours a day on just TikTok alone.

Hours Students Spend on TikTok per Day

1
Humrber of shadents

< Number of hours.

Teens ages 13-18 are supposed to get at least 8-
10 hours of sleep a night, which means over 75% -
of the are not getting gh sleep.

Aunrage Hours Spest o Varkus Social e Aepe.

Conclusion
Based on the high school students who chose to participate in

the survey, we found a direct r pb the
of time teens spend on social media and the number of hours
teens sleep per night. Although there are many outliers in our

research the general trend suggests this relationship.

Grade of Respondents

OR code to Google
Form Survey

sojdwiexy 3as ereq

Does Social Media cut into my sleeping time?

Humbstt of Stude s

2 3 ] 5

1+ strongly disagres &« strongly agres

Social media Usage vs. Hours of Sleep

@ Student howrs of social media and sleep
Trendiine for Total hours an social media R* = 0.022

|

Total hours of Sleep

Total hours on social media

Based on these findings, the companies that own these social media
applications should encourage tracking time spent of them. The data can also
be used to educate teens to spent less time on social media. With this data,

schools can see the effect of social media usage and adjust school start times
so that students perform better by getting more sleep. We will also let our
school administrators know about our results so the school might be able to
address the issue by educating students on how it is affecting their education.




SDSC Comparing Western Bluebird Populations Throughout Southern California

A DataJam Project with Pala Band of Mission Indians Learning Center and Torrey Pines High Bluebird Club

UCSan Diego WES Amara Sanchez', Diana Durro’, Doretta Musick!, April Cantu?, Sierra Kriss', Martina Calac’ NORTHEAST

A BIG DATA Lily Bruch?, Sneha Lele?, Minchan Kim? , Timothy Chu?, Kimberly Mann Bruch? BIGDATA
--!_ | BTTASTB'R\(IS\?ORKS o | =t Pala Band of Mission Indians, 2Torrey Pines High Bluebird Club, INNOVATION HUB PALA BAND OF
a 3San Diego Supercomputer Center, UC San Diego MISSION INDIANS

% The Pala-Torrey Pines DataJam Team was
thus formed; the students named their
Situated approximately 40 miles project “Comparing Western Bluebird
northeast of downtown San Diego and Populations Throughout Southern
30 miles inland from the Pacific Ocean, California.” To make the comparison of
the Reservation of the Pala Band of ~ bluebird populations in the various
Mission Indians is home to 1250 counties of southern California, the S
enrolled members- consisting of . students used data from ebird.org. 3

Cupefios and Luisefios. Meanwhile, Specifically, they used Google Sheets for
Torrey Pines High School is situated in . analysis and found that San Diego County
northwest San Diego county and serves \ ‘J had more reports of bluebirds than nearby

more than 2000 students who live in the | counties, as shown with the pie chart.
coastal communities of Del Mar, Solana Because the data was compiled by citizen Proi
Beach, and the surrounding areas. scientists, we would like to note the bias pa,éeBC;r,;gaO?, &(ﬂara Sanchez, of the A recent effort to improve Western bluebird
! issue as only uploads to ebird.org are determines Whe‘rs: 'tt;n l‘ndians, populations throughout Southern California
W shown with our work. box at the Pala Leam,":,gccee‘nht‘;b‘uebird | appears to have been fruitful.

A group of Pala youth collaborated with
a group of Torrey Pines students to e

In addition to the data science aspect, the

: i team also deployed bluebird boxes located ®r - SR
form a DataJam team and their goal ‘ near security cameras. The students e T T ‘-ﬁ,; 3
was to study the variation in Western ! placed one box near the Pala Learning v ‘ g i b5, endib
bluebird populations throughout = "L

Center and another one near the Torrey

UC San Diego data science student Minchan Kim
Pines High School. To date, they have not

ing large sets of data.
ins approaches for analyzing
ilﬁlil:l? d?tf he work with the seéond?;ysiz_nec::n;i tokr‘\e
i nalysis methods using oog| 3
zlll;ng E’iifec;/ them on the use of more complex tools

such as Jupyter. (left)

southern California. They worked with
the San Diego Audubon Society and had any visits by bluebirds.
used ebird.org (thanks to a generous

donation from Cornell Laboratory of

Ornithology) for their study. They were éb‘; m’z Wﬂ[’/é

mentored by a UC San Diego data ;3 Future work will involve the students
science student, funded by the National = ¢ontinuing to monitor bluebird boxes. They
Smencefqupde;t‘lon. also plan to prepare a proposal to present
e their data findings and future efforts at the
N 4 % July 2023 PEARC Conference in Portland,

- Oregon or the November 2023
Supercomputer Conference in Denver,
Colorado.

o

i ing student Timothy
iego computer engineering SWAST.
L(J:g S\?vr(‘)erl:g with the students on selecting bl{dlﬁizs
an; camera systems for the hands-on aspect O

project. (right)

54 Additionally, they are discussing future
" projects that can be accomplished over the
summer as each student will have i
/Frv %, additional ti r such work. i
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IThe project was funded by the National Science Foundation Northeast Big Data Innovation Hub (1916585) and t!
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Is there a correlation between race, income level, or proximity to fast
food restaurants with diabetes rates in Pennsylvania counties?

Why are we studying

diabetes?

According to the World Health Organization
(WHO), the number of people who have
diabetes rose from 108 million in 1980

to 422 million in 2014

Despite the patent for manufactured insulin
originally being sold for $1 in 1923, prices today
have skyrocketed to up to $350 per vial for this
life saving medicine

The purpose of this data collection was to find if
there were systemic factors that correlate with
the amount of diabetes cases

Hypotheses

We suspected that there is a strong positive
correlation between the number of fast food
restaurants and percentage of population
affected by diabetes in PA counties?

We also suspected there is a strong negative
correlation between average income level and
percentage of population affected by diabetes
in PA counties?

We also assumed that African Americans are
disproportionately affected compared to
Non-Hispanic Caucasians

Challenges

e Difficulty in obtaining data, especially with
respect to numbers regarding race. Some
sources used raw data and others were based
on how individuals identified

as a particular race.

e Type 1 and Type 2 Diabetes have different
causes (genetics & diet respectively) which
makes them hard to correlate with the
variables studies here.

Hempfield Area High School Team
Adam Custer and Harrison Methven

Average Income by County in Pennsylvania
o —
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Percent of Population with Diabetes per County in
Pennsylvania

AR ¢
What did we find?

e As shown by the scatterplots on this poster,
there is little to no correlation between our 3
tested variables and percentage of
population with diabetes

e This was somewhat expected, because there
are many possible hidden or lurking variables
present when looking at data involving
human beings

e Further analysis could include looking for
pockets of increased diabetes rates in more
populated areas within the counties as
opposed to looking at rates simply across
the counties

Number of Fast Food Restaurants per County in

: R

G A .8, . .n“r

. ®li7e 1 ° .« 0
Conclusion

There is little to no correlation between the
number of fast food restaurants and
percentage of population affected by
diabetes

There is also little to no correlation between
income and diabetes

The data suggests African-Americans and
Caucasians have similar rates of diabetes
Based on these findings, there is no easily
definable societal factor for diabetes
Further research into this topic should
include smaller scale analysis as well as
differentiating between the two main types of
diabetes

wr
?
r

Dataset Sources

Diabetes )

Race
(i

population by race.csv)

Fast-food Restaurants
(attps://hub arcg rban0
0%2C-80.119736%2C

Income
https: r/R13: 178)

Data Spreadsheet
[=] Fer¥ [m]

[=]w

(We will approve all requests to review the data)




Alison Leung, Salaha Suleyman, and
Madeline McDine
Keystone Oaks High School
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The correlation plot between gpa and caffeine

)
it kst 2 intake shows that it has a weak negative linear
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Caffcine intake has a strong skewed rig

distribution.
Median caffei
Mean caffeine intak

GPA has a bimodal distribution. Median GPAis 3.5
Mean GPA:

Although we had a low negative correlation between GPA™and caffeine intake, since our pvalue is slichtly above
0.05, we fail to reject our null hypothesis. As a result, there is no significant statisticalevidence that shews a
correlation between a student’s caffeine intake and GPA. A recommendation bascd’ogour results are for students to
engage in healthy habits (for example, sleeping more) and to put in the work required for academic success. Gaiicine
intake most likely does not have a positive effect on their grades and may be detrimental to stadents in the long run




Natural Dise

Question: How is global temperature change related to the frequency of natural disasters and how will these responses escalate in the future?

S

3.

s and Cllimate Cnange

Hypothesis: When global temperature anomalies increase, the frequency and intensity of natural disasters will also increase.

Summary of Analyses, Results, and Datasets Used:

The process of answering our question began with gathering data on global temperature anomalies, tornadoes, hurricanes, earthquakes, and wildfires. The data for US tornadoes and hurricanes comes from the National Oceanic and Atmospheric Administration (NOAA), our earthquake
data is provided by the United States Geological Survey, the wildfire data is from the National Interagency Fire Center, and the global temperature anomaly data is from NASA. Our first plan of action was to create a time series of all the predictors (natural disasters) and the response
variable (temperature anomalies) to see if all data trended in an upward direction like we hypothesized. In order to do this we had to contract the tornado and hurricane data sets to be yearly instead of monthly and we also scaled all data to be in terms of frequency so it could be

presented on one graph. The time series graph pictured here is the result and shows an upward trend for all datasets as time moves forward.

In the next part of our analysis we looked at the correlation between the natural disasters and global temperature anomalies to see if
there was a strong, moderate, or weak correlation between each natural disaster and the global temperature anomalies. US tornadoes
and wildfires show a moderate, positive correlation while US hurricanes and earthquakes show a positive but low correlation.

Challenges

e Finding reliable data sets that fit a
specific time frame and range

® Getting the frequency of the natural
disasters onto one graph.

o Analyzing the data, as the different
time frames affected our time series
analysis

Pearson Correlation Matrix Plot

There were several challenges we faced,
but the biggest challenge was finding data
for a large time span. Some of the data was
limited to the United States and to the
technology available in the past years.

Because of this, it was difficult to s Y =g
determine the time frame to address. v
Additionally, contracting datasets with a
yearly frequency instead of monthly was a
challenge.
The final part of our investigation involved running all of our data through a regression analysis to look at the r-squared values and
p-values to determine if we would reject our null hypothesis. Our null hypothesis is that the coefficient for global temperature B
anomalies is equal to zero, meaning there would be no effect on the increase in temperature anomalies to the frequency of a particular
natural disaster. According to our regression equations, the coefficients did not equal zero and the p-values for each equation were small
enough to reject the null hypothesis. This means that the global temperature anomalies do affect the frequency of the four natural B
disasters studied and that as the temperature increase, the of the natural disasters also increase by some degree. \' o
R-sq values: 05
ONELDCDONVLDEDDNQ’LDEDONQ’LD&DON?LDOONQ’LDCDONQ’(DEDON
0 v O W O© O© O© © ONNISNININND®O®O®OD®ODODDNDONDNDNDNO OO0 OO0 «— = v « NN
Tornadoes  Hurricanes Earthquakes  Wildfires ORORORORORORNRORDRORANKN O O DO SORORORORORORNRORORCESEQRSES RS SRS RCRSE TS
45.6% 16.97% 9.19% 32.89% Date

Regression Equations:

US Tornadoes = 0.47 + 0.45 Global Temp. Anomalies

US Hurricanes = 0.36 + 0.27 Global Temp. Anomalies

Earthquakes Magnitude 5+ = 0.5535 + 0.1486 Global Temp. Anomalies
US Wildfire Acreage = 0.2138 + 0.741 Global Temp. Anomalies

Ho: B,=0
Ha: B,#0

Global Temperature Anomaly p-values:
US Tornadoes: 0.000
US Hurricanes: 0.001
Earthquakes Magnitude 5+: 0.034
US Wildfire Acreage: 0.000

p <0.05
Reject Ho

Conclusion and Recommendation:

According to our research, the majority of weather-related disasters are
likely to become more frequent by the end of the century. There will be
an increase in the frequency of tornadoes, hurricanes, and wildfires all
of which are affected by an increase in the global temperature anomaly
by some degree. The world needs to get ready for this shift as natural
disasters increase in frequency. Governments should make investments
in robust infrastructure that can endure growing threats, such as rising
sea levels and stronger winds. To cut expenses in the future, it will be
crucial to update zoning regulations and building requirements to take
climate change into consideration. Currently, nations should save so
they can prepare for an increase in government spending to help their
economies when natural disasters related to climate change strike.

I 4

»
. Next Steps
\ 1. Create equations that represent the correlation

between temp. anomalies and the natural
disasters.

2. Identify the additional correlation with rising sea
levels and glacial change

3. Use the regression equation and other predictive
analytics to predict the number of future disasters

4. Account for daily or seasonal temperature
anomalies to more accurately analyse the effect of
temp. anomalies on natural disaster frequency
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BOYS & GIRLS CLUBS
OF AMERICA

Central Question

How does Pittsburgh
Regional Transit (PRT)
manage its aging fleet
of buses?

Why is it Important?

PRT gets federal
funding to buy vehicles.

The FTA mandates
these vehicles be
driven for at least 12
years and/or 500k
miles before being
retired or send to
scrap.

For that reason, it's
important these
vehicles continue to
accrue miles even if
they are less desirable
to drive than newer
vehicles.

Pittsburgh Regional Transit - Vehicle Age and Why it Matters

Team Member Names: Sruthi Yerram, Sravya Cavuturu, Sai Sri Sowgandika Ramadugu, Krishna Autade, Sai Krishna Ramadugu,

Mentors: Phil Light

Hypothesis

We expect that newer buses will
accrue more miles than older buses
due to them being more reliable and
desirable.

Datasets

1. AVL (automatic vehicle locator) trip-level
PRT data from March 2023. Showing the
vehicle used on each trip. Over 200k
records.

2. PRT scheduled service data. Total trip
distance and garage associated with all
scheduled trips. About 20k unique
records for the current March 23
schedule.

3. PRT fleet data. A smaller dataset
showing the year/make/model etc. of all
buses in PRT possession.

Methodology

* Combined datasets. Used vehicle ID
to get vehicle age and trip ID to join
distance and garage.

* Pivot tables. Summarized trip-level
data across dates by age and garage.

* Weighted average. Calculated avg
age weighted by distance traveled.

Results

Sam Winward (p)R)T)

Percent In-Service vs. Out-of-Service Vehicles by Age

2

OOS vehicles are those that did not run a single trip in March 23.

3

4

B OutotService W In-Service

5

7 8

Avg Age vs. Weighted Avg Age by Garage

Ross |Collier [Mifflin |Liberty |Total
Avg Age |6.95 6.93 |7.19 7.12 7.07
Avg Age by |6.69 594 |6.21 6.50 6.33
Use
Difference |-0.26 |-0.99 |-0.98 |-0.62 |-0.74

PRT has four bus garages each with their own fleet of vehicles.

Average Distance (Miles) by Age of Vehicle
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Total March 23 miles traveled per vehicle of each age.

Bus age does not
appear to be a
significant predictor
of out of-service.

Likely because
reasons for long
term out-of-service,
like crashes, do not
discriminate by age.

Avg vehicle age is
approximately 7
years for all garages.

However, avg age by
use varies. Collier
and Mifflin have the
largest discrepancy
with vehicles used
being almost a year
younger on average.

Newer vehicles tend
to be driven more!

Conclusion

e We found that vehicle usage drops
as vehicle age increases.

e Some garages have a bigger
difference between vehicle avg age
and avg age used.

There could be a couple reasons this
is happening:

1. Older vehicles may be more likely
to incur mechanical issues that
take them off the road for some
period of time (but not the entire
month).

2. Operators or supervisors may
prefer newer vehicles because
they are more reliable,
comfortable, etc.

Discussion

Newer vehicles are preferable to both
operators and riders.

However, it is important older vehicles
continue to accrue miles so they can
be retired, and new vehicles can be
purchased.

Further investigation is needed into
the reliability of buses as they age.
And why such a difference in usage
exists across garages.
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Redlining was a grading fechnique used by
banks during the early-mid 20th centiiry. ‘HOLC
Grades, named for the Homeowner's Loan

: A Broader Perspective

How: has redlining in the 20th century affected socioeconomic status in the modern day? How have other
socioeconomic influences compounded with those of redlining?

1.We hypothesize that the majority of formerly unfavorably i
redlined areas wil be worse off in socioeconomic measures
than areas that were not as severely targeted.

o Nl Hypaibesis: 2
Jower moder Socloeconomie sas,

Corporation that ovarsaw and distributed 2.we that,
redlining maps, were assigned (o Urban areas.

It was used to identify which areas would'be:
favorable for loans, and which would not; we
refer o areas that were redlined as ‘redlining
tracts;" and their grades as redining grades.”
Loan eligibility was judged based on factors stich
s potential and present industrial development,
focation, history, etc.

Crugcially, racial and ethnic background was a
key consideration, with bankers givirig lower:
‘grades’ (0 areas with minorities and other
‘undesirable’ groups.

makeups.

influence in Pittsburgh.

‘This geospatial visualization displays a map of the city of Los Angeles, the second most
populots city in the United States. Itis subdivided by census tracts. The census tracts are
shaded by the percentage of their population that is geographically mobilethat is, the.
percentage of each tract’s population that moved into the tract from anoirer location
Specificaly. the different catedories of such movement have been compotinded into one factor,
Geographic Mobility, in a simple factor analysis. This factor encapsulates the'occurrences and
10 a small extent circumstances of mobility, which can then be correlated with other measures to
determine a relation. It is not a measire for ease of movement. Notably, the city demonstrates
very litle geographic mobility overal.

: areas
redlined in the past will consist of high minority population

3.We hypothesize more damaging influences-namely low
geographic mobility—to have a negative impact on areas

4:We hypothesize areas more unfavorably redlined in the past to
demonstrate greater potential for and occurrence of
gentification, comparetito their favorably rediined counterpaits. 4

« These hypotheses are in part drawn from our previous projects,

o Null Hyporhess: On average, census acts Wil alwer redinng grade da nt
aproporuonately moderm minoriy populion maked

iy hate &

@sproportonately fuge modem minarty popuation makeup.
3
. Noll Hypoibesis: On avérage, census acis it AGHIGNSEate ko GeogEaphc mabiiy do ot
necessariy have lauer moder scioeconamic salus.

esis: On average, census mobiey da have

lower modem socioeconomic sats,

necessarly

in which we found redlining to have a damaging

We used Python software, written in the Spyder 5 IDE, to web-scrape data.census gov, downloading almosta
dozen data tables for each of nearly 16,000 census tracts across 200 cities throughout the United.States,
compiling-and converting information.into Usable form for statistical analysis and visualization.

We used software to scrape the geometries of over 200 redlining maps from the Mapping Inequality Project, and
similarly gathered the geometry of census tracts of 37 different US states from geospatial file repositaries from
census.gov, correcting or removing inconsistencies in the maps, using Google Earth Pro.

In order to assign arec grade, originally provided to an arbitrary area in the 1930 and 40s, to a modern
census tract, we used geospatial visualization software, specifically Google Earth Pro, and programming
modules designed to work with geometries to assign a grade between 0 and 100 torthe tract, based on how
much of each grade of rediining tract it intersected.

We used software to ifiiport our data into Tableau in a usablelformat that could render geospatial visuafizations.
We Used Tableal to create geospatial and statistical representations and analyses of our data, incorporating

demansizategeater potenialfor and octurtence of gentricaton.
o sis: O average, cansus racts

patentialfor ant occurtence of gertrfcaton.

This statistical visualization is a comparison of sécioeconoffic status, as a functionof
geographic mobiity. It contains close to 5,000 census tracts from the most prominent urban.

redlining. D clears that, a few outlying groups of
cenisus tracts, the scatfer plot lacks a clear correlation between socioeconomic status and
geographic mobility. The ovenwhelming majority of cerisus tracts-each one represented by a
single point on'the plot-are on the lower end of the spectrum of geographic mobilit, and further
demonstrate o clear patterniin this regard. That is o say, socioeconomic status in a census
tract seems 10 be largely independent of geographic mobility. As such, it can be taken that there
is at besta minimal of negligible correlation between socioeconomic status and geographic
mobility, as displayed by this large sampling of census tracts. Other influences upon
socioeconomic status must be taken into account.

This statistical analysis displays the relation between the past redining grade of census tracts
and key facets of socioeconomic status, namely educational atiainment, median household
income, and critically important to the potential influences of redlining, median housing value.
‘The census tracts of subject are those of Pittsburgh. Polynomial regression trend-fines have
been added to more effectively display the relationship. As clearly evident, all three categories
of socioeconomic status demonstrate some increase i tandem with the increase of rediining
grade—that is, a higher redlining grade is indicated to correspond to a higher socioeconomic
status. Notably, however, more dramatic influences by redlining grade are seen on median
household income and median housing value than that of educational attainment. This
discrepancy is deserving of further investigation and analysis. Such inconsistency
notwithstanding, the data clearly provides an example wherein a lower redlining grade has a
negative influence on socioeconomic status, and vise versa. it can thus be supported, as this
example pattern is observed throughout miich of the accumulated data in similar fashion, that at
least a non-negligible correlation exists between redlining grade and socioeconomic status,

The Visualization depicts a geospatial map of Philadelphia, Pennsylvania. Itis shaded based on
the calculated rediining grade of each census tract, determined through compounding the
grades of all parts of redlining tracts within the censs tracts, where ‘0" corresponds to'a tract
encompassing purely areas with a rediining grade of ‘D', and ‘100’ corresponding to a tract
encompassing purély areas with a rediining grade of ‘A", The gentrification statuses of the tracts
were divided into three categories: 'Did not gentrity,''Can Gentifylls Gentrifying, and
‘Gentrified.’ This is measured over a decade long span, from 2010 to 2019 (whereafter census
tracts would ehange due to the decennial census), Tracts eligible o gentrify are in short
determined 10 be of acceptably-low overall socioeconoffic status at the start of the decade:
tracks that are considered (5 have gentrified demionstrate significant increases in said status by
the end of the decade. It should be ioted that fracts that are ‘eligible’ to gentrify may be in the
process of gentrifying. Notably, most of the tracts that are ‘eligible’ to gentrify or have gentrified
ae of a light shade, indicating a past unfavorable rediining grade. This map s exemplary of a
broader pattern observed in our analysis, wherein tracts within areas more poorly graded in the
past demonstrate gentrification or the potential for it than their counterparts, thus possibly.
recovering from the more damaging effects of redlining when they were first graded. This
indicates a non-negligible correlation between redlining grade and potential for and occurrence:
of gentrification

analysis techniques into our process.
To be concise; this poster will display geospatial visualizations of the most prominent cities in the data.

The visualization depicts geospatial maps of the citles of Birmingham, Chicago, Piisburgh, and
Brooklyn. They have been organized by rediining grade, such that modern census fracs
correspondingto;an aggregate-areain the 1930s and 40s display a redlining grade, with
beingin green, B! being in biue, ‘C* being in yellow, and ‘D' beingin red. Brighter hues indicate
that the-census tract has-a majority-white population. Notably, the gieen ‘A" tracts and especially
the blue 8" tracts on the maps—the more favorablé redlining grades~are on average more fikely
10 be a majority white tract. Similarly, the eSS favorable grades-the yellow ‘C' and red ‘D*-are
more likely to be dimmer than theit favored counterpas, in such a case indicating that the
population of the census tract is a majority of minofity groups. These four cities more broadly
represent a common patterniin this relation, indicafing.a strong correlation

This visualization demonstrates the relationship between the redlining grade of a modem
cBiisus tract and its potenial for and occurrence of gentrification in the same 5000 modern
census tracts shown in previous vistializations. The average rediining grade of census tracts
across urban centers is measured on the y-axis, with the three categories of gentrification
activity represented by the bars on the x-axis. As exemplified in the adjacent geospatial
visualization, tracts that cangentrify or have gentrified are more often than not tracts with a
relatively lower redlining grade; This is further demonstrated by this bar-graph analysis of urban
census tracts. The average past redlining grade of tracts that did not demonstrate gentrification
is significantly higher than those that did. A noteworthy feature of this analysis is that the
composition of tracts that are eligible to gentrify or have not yet ‘concluded gentrifying,' in a
manner of speaking, possess an even lower average historical redlining grade than tracts that
have gentrified. Further analysis would be required to determine the source, if any, of this.
discrepancy. Regardless, the visualization clearly indicates a strong correlation between past
edlining grade in modern census tracts and modern gentrification patterns.

* Censu Tract Dl A websieofthe United Staies Census e, Contais dozens.

Norwin High School
Aaron Berger « Dmitri Berger « Adam
Guskiewicz+ Suhana ‘Navalgund ¢
Simone Pal « Rex Wu

« Establishing boundaries to test and analyze hypotheses
covering multiple influences

« Scraping significant amounts of data for thousands of
different census tracts, across hundreds of cities; over
almost a dozen years, in an optimal timeframe

» Assigning a redlining grade, taken from arbitrarily divided
redlining tracts from the 1930s and 40s, to modern census
tracts of different geometry

« Working with two different census maps from two different
decades.

« Identifying, correcting & removing inaccuracies in redlining
and census data

» Creating programs to optimize and automate different
aspects of our approach

¢ Creating, compiling, and analyzing multiple compounded

socioeconomic measures and influences

‘We found that while all of our null hypotheses could be rejected with a high degree of
confidence, as the p-values of all four hypothesis tests were well below our significance level
of 5.00%, we also found that not all of our alternative hypotheses could be readily accepted
as predicting a clear corrélation

1.As is evident in our analysis of the relationship between facets of socioeconomic status:
and historical redlining grade, our findings support our more broadly predicted alternative
hypothesis as to the nature of that relationship. To at least a non-negligible extent, past
redlining grade appears to affect modern socioeconomic status such that an area
encompassed by a modern census tract and once favorably graded during the redlining
era is more likely than not to display a higher socioeconomic status than its less-favorably
graded counterparts. This supports a present, albeit not necessarily strong correlation
between socioeconomic status and past rediifing grades

. As exemplified by the visualized analysis, our findings indicated a strong support of our

alternative hypothesis; our data indicates that on average, census tracts encompassing
areas less-favorably graded under redlining werd more likely to consist of

large minority: i a significant
between past redlining grade and ‘demographic makeup in modern census tracts.

3.As displayed by the provided data, there exists little to no correlation between
socioeconomic status and geographic mobility in a ¢ensus tract. This contradicts our
alternative hypothesis, aswe had predicted adifect relationship between the two.
Noteworthy is that this potentially eliminates geographic mobilityias an interfering
influence on other analyses of status. More i ion would be
required to detefmmine this nature:

4. As demonstratéd by our findings 6n. the occurrence of gentrification, our data strongly
supports our alternative hypothesis that on average tracts with less favorable redlining
grades are more likely to gentrify. This underscores a significant correlation Bétween past
redlining grade and-modern gentrification in modern census tracts, as well'as weakening
the direct correlation between redlining grade and modern socioeconomic status.

N

«-Automate.the identification of discrepancies in data so as
t0 ‘avoid manual corrections

o Explore different definitions of gentrification in‘order to
access a broader swath of potential analyses and
correlations

« Analyze population density to- mare accurately.
characterize aggregated geometries

». Analyze differences in urban areas that might lead to

inconsistent correlations and patterns between cities
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As we embarked on our project, we recognized the challenge ahead of us, to uncover
the hidden variables that shape air quality. Our initial exploration revealed a numerous
amount of factors that contribute to AQI. However, we choose, after much research, to
experiment with different topics until we discovered the perfect subject. We chose to look
into the often overlooked aspects of air quality, recognizing the potential cause of high
AQI or maybe not. We firmly believe that air pollution demands greater attention, as it

has an impact on our health and the well being of our planet.

How does the population and amount of factories contribute to air quality in NY?

e In total three datasets we used: one for factories, one for population and one for
air quality.

e Finding the data was tricky at first but we eventually did find the data we
needed through thorough research

e The data needed to go through extensive cleaning and filtering

o \We filtered the location of these variables since many had other locations

e \We didn'’t focus on simplifying the project because we wanted to have a more
informative research

o When filtering the data, we had realized in multiple instances that the data
wasn’t useful so we had to look for other datasets during our research.
The datasets that we were looking for were simple so we could join them
together into a meta data.

e We could have added a bit more graphs with grouping to show how the range
of AQl is affected by certain variables.

e Things we could look at moving forward are :

- How might the gender of the majority of the population affect the AQI?

- How does the size of the factories affect the pollution?

- Does the region of factories have an affect on the AQI?

e “Annual Estimates of the Resident Population for Selected Age Groups by Sex for New York: April 1, 2020 to July 1, 2021 (SC -EST2021 ESE: " Index of /Py

Factors Affecting Air Ouality In NY State

Passaic Academy for Science and Engineering
By: Dhruv, Roberto, Andrea and Brenda
Mentors: Connor Woods [@alle\ YIRS A= s

Counties with different colors depending on the
population along with AQI and number of factories

Population (log)

3.889

Factories and AQI with dots for each county and size depending on the population -

We observed that the air quality index (AQI) levels in the corresponding counties were surprisingly
decent compared to the population

A good AQI score is 0-50 and a moderate score is 51-100

Given the size and population density of a state like New York, one might expect to see a significant leve
of pollution, however, the data says otherwise

The research allows us to see how certain unnoticed variables in a state affect the air quality

The graph that was generated helps in seeing how states with high amounts of factories seem to have
higher AQI but we also saw how there was cluster of points at a good AQI close to lower amount of
factories

The graphs are not as we expected and to our surprise, the graphs with the data collected, shock us as
there were more counties who had a greater numbers of factories with better AQI than with less

The main variable affected the AQI is the pollution since there is higher AQI as the dot points get bigger
with the population

Based on our results, the population and factories do affect the AQI by quite a bit as there is a increase
in AQI when there is an increase in population and factories

ys/Pop: 2021/State/Detail,

U.S. Census Bureau, Population Division, June 2022,

» “Facilties Licensed by the Department of Molor Vehlc\es (DM\/) State of New York- Faciites Licensed by the Deparlmenl of Motor Vehicles (DMV) | State of New York, NY Open Data, 3 Apr. 2023,
T%0)

20%60facility%60%2C%0A%20%20%60facility_name%60%2C%0A%20%20%60facility_

%0A%20%20%! SOfac\I\(y city%60%2C%0A%20%20%60facility_state%60%2C%0A%20%20%60facility_zip_code%60%2C%0A%20%20%60facility_coun
0%6! %600wner_name_overflow%60%2C%0A%20%20%60business_type%60%2C%0A%20%20%60origional_issuance_date%60%2C%0A%20%20%60last_

renewal_date%60%2C%0A%20%: 20% 60expiration_date%60%2C%0A%20%20%60georeference%60/pageffilter.

e “AirData Website File .” EPA, Environmental Protection Agency, https://ags.epa |_files.htm.

Thanks to DataJam, Pittsburgh DataWorks, our teacher Mr. Chomko, and our awesome Mentors for this awesome opportunity!
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Correlation between income & crime in NJ counties Fg=\!
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Wlthln mlnorlty groups Data Visualizations and Findings e S
[ ]
’ . CASSALC, S
. Crimes and Median Household Income
P ro I e ct D eve I o p m e nt o How does the Median Income affect crimes around NJ?
- ' From th raphs, w how
Our project focused mainly on crime and income, we picked this project because we . IO i e.;? 9 r?'phs, c Z?e 0
were interested to know if crime and income were correlated with each other. At the S p aces with a higheér median
start of this project, we developed a hypothesis that stated that a higher percentage 3 ‘ Inigelne (Clelelc .$85’000) have a
of minority groups that have a lower total median income are more likely to commit lower violent crime rates
violent crimes compared to non-violent crimes. However, as our project evolved in the & compared to the counties with
sense that we realize how the income and crime in some counties were relevant lower median income which have
while in others it wasn't. higher violent crime rates. From
the other graph, we see how the
Data white population does have an
o We used multiple data set’s from Census, Federal Bureau of Justice and Counties © impact on crime rates. For
Statista ;
o We had to clean our data several times due to variable names, invalid ecxamtple, IOOkmE e tShusseX. it
values, unknown values and unnecessary data SR Se_e c_)W .e malc?” y.
o In the start there were two data sets that had to be combined one was a of the population is white Wthh IS
data set which included the income in the 6 counties and data set of crime around 91.76% and the violent
rates in these counties crime rate is 2% and the median
o We looked at 6 counties with different levels of income and minority group’s income is $103,000. This shows
o We looked at 6 counties as looking at all county’s would have been very the impact of the white population
time consuming Ejue to the data set’s being unorganized. . on violent crime rates and having
Interpretations and Recommendations higher income results in less
e A recommendation we can make from this project is to violent crimes.
prioritize having police in low- income areas to deter violent
crime.
e Someone could use these results to predict where it is most
likely to find a form of violent crime and prevent anything tragic References

White population in percentages

from happening in these areas
e “Pittsburgh Data Works.” Pittsburgh DataWorks, https://www.pghdataworks.org/resources.

e “Uniform Crime Reporting.” Current Crime Data | UCR | New Jersey State Police,

Jit Patel, Xzawegfglgﬂl/zg&lafet Fernandez, Mentors: Connor Woods https://nj.gov/njsp/ucr/current-crime-data1.shtml?agree=0.
Passaic Academy for Science and Engineering Caldwell Universit Vi e “U.S. Census Bureau Quickfacts: New Jersey.” United States Census Bureau,

https://www.census.gov/quickfacts/fact/table/NJ/SBO001217.

Thanks to DataJam, Pittsburgh DataWorks, our teacher Mr. Chomko, and our awesome Mentors for this awesome opportunity!




Close Calls with High Cholesterol

How are behavioral factors like smoking rates and walk score and environmental factors like convenience, supermarket and fast food locations related to

Definitions
Walk Score - A score from 0 - 100 based on walkability
of ZIP Code through analysis of hundreds of walking
routes to amenities
Hyperlipidemia - High Blood Cholesterol
CT - Census Tract

Our Process

Brainstorming
Created Google doc of topics of interest.
Each member contributed ideas. As a
team, we analyzed importance +
pros/cons of each and asked whether it
was a worthy topic to invest time in

g

Data Gathering + Resources
Used mainly WPRDC datasets. Gathered datasets containing
hyperlipidemia rates per ZIP Code/Census Tract. Data was
gathered from Gateway Health Plan, Highmark Health, and UPMC.
Separate datasets found for locations of stores and rates for
smoking + walk. Chose to categorize fast food into 4 separate
types: Breafast, Takeout, Dollar Menu, and No Dollar Menu.

Asking a Question + Basic Plan
Crafted both null and alternative hypotheses. Created an analysis
plan. Simple organizing and linear regression were done in Excel. R
Studio was used to study 2 multi-linear regression models. Took
into account p values of each factor to determine statistical
significance. Linear regression is displayed in scatter plots, tables
of p values also created as visuals.
&

7

Data Cleaning + Organizing
Import Datasets = Excel, manually cleaned and checked for
invalid data. Used vlookup() in Excel to match each factor's data
points with hyperlipidemia rates based upon ZIP or CT. Created
Pivot tables and graphs to visualize our analysis.

g

Analysis
Used Tableau to create a heat map of hyperlipidemia rates.
Create scatterplots of each dependent variable with

independent variable (linear regression). Examined r"2 value.
Then we used R-studio for multi-regression. Chose to create 2
models, categorized as behavioral factors and environmental

factors. Smoking and walk score were in behavioral model,

others were in environmental model. Looked for p-values

<0.05 to show statiscal significance.

Figure 1: Example of a scatterplot of
smoking and hyperlipidemia in terms of

Our study provided lots of useful insight on chronic illness. Firstly, our p-values and results indicated that fast food has little correlation
to hyperlipidemia, even showing a negative relationship, which was different from the general public consensus. It is interesting to note
the outlying statistical significance of breakfast stores. Our project instead shows that factors like smoking and exercise have the
greatest significance. These factors mainly deal with the behavioral habits we have and can improve upon, and not our surrounding
environment, which are often times out of our control. In conclusion, our personal habits like smoking and exercise affect our health
more than the influence of the surrounding environment, and changing those habits can lead to a decrease in chronic illness. Exposing

hyperlipidemia within Allegheny County?

Hypothesis

Null: There should be no significant correlation between store locations, smoking,
obesity rates, and the rate of hyperlipidemia.
Alternative: There should be a significant correlation between store locations,
smoking, obesity rates, and the rate of hyperlipidemia.

North Allegheny Team 2
Andrew Li, Ethan Hu, Lucas Pu, Matthew Guo

Observations

* Walk Score, Smoking, and Breakfast are considered statistically
significant towards hyperlipidemia rates according to p-values
¢ Greatest significance on hyperlipidemia rates (descending):
1. Behavioral: Smoking (P-value: 6.25e-08, T-value : 6.161)
2. Behavioral: Walk Score (0.000628, -3.606)
3. Environmental: Breakfast (0.00106, -3.451)
¢ Most Surprising: General decrease in hyperlipidemia rates even as
fast food store numbers increase.
« Weak correlation between fast foods stores and hyperlipidemia rates
even though we originally believed it to be most influential factor
« East & South West Allegheny County have a greater prevalence of
hyperlipidemia
¢ There are areas where 1 of every 10 people have hyperlipidemia
« 3 of our examined factors reject the null hypothesis, other 5 accept
null hypothesis

#e0219  Hypeelipideria vi Smaking (By CT) Myperlipidemia vi Smoling |Aggregated to 219

Figure 2: Example of a scatterplot of
smoking and hyperlipidemia in terms of
CT ZIP

Figure 3: Heat map describing the rates of hyperlipidemia in
the specified ZIP codes

Multi-Linear Regression Analysis

Challenges
Fact Pval Reject or Accept Null I . g .
E actor -Value Hypthesis Akt 1. Converting ZIP and CT: Walk Score + Smoking by CT, others by ZIP.
i Found UPS dataset converting ZIP to the CTs.
C R ALY 0985333 Accept 2. Learning R-Studio: Previous experience in Java, C++, Python, but
(O] no experience in non-object-oriented programming like R. There
Fast Food No Dollar Menu 0.16867 Accept . .
E was a learning curve, but guidance from our mentor helped us
c Fast Food: Takeout 068979 Accept i succeed.
(@] 3.Creating the Best Analysis Plan: We had to make sure that our plan
= Fast Food: Breakfast 0.00106 Reject created the most accurate picture of what the data can tell us.
> ) Examined both linear regression and multilinear-regression.
C Convenience Stores 0.54417 Accept B — . 3 Ki . led differi lati
i Figure 4: Multi-linear regression model of a. Smoking Data: Not scaled to represent differing populations,
Supermarkets 090327 Accept environmental factors and hyperlipidemia only a %. In order to convert all to ZIP, needed to make
assumptions. Led to idea of using two models.
4. Understanding Statistical Figures: Terms like p-value, multilinear-
— coefficients: regression, t-value and others were new to most of our group.
g T — e e Teammate in Statistics and Mentor provided guidance
o Factor P-Value e
.S X X L] ..
T Smoking <2e-16 Reject D |V|ng Deeper
% Walk Score co Reject . Examining the Heat Map and data, ZIP codes with higher
foa] hyperlipidemia rates generally have fewer supermarkets
. Reasons for breakfast significance + decline in rates

behavioral factors and hyperlipidemia

o More breakfast places = fewer places for other fast food types
(generally more unhealthy)
° Breakfast consumption reduces craving and hunger for
unhealthier fast food during the rest of the day
* Solution Proposal: Increase Breakfast stores and Supermarkets in
East and South West Allegheny County as both are significant
towards lowering rates. Promote safety in streets of South East
Allegheny as it is less safe than other regions, which in turn
promotes increased walking + exercise and a greater walk score.
Inform the public about the dangers of smoking and nicotine
addiction, especially to the youth through the education system.

Conclusions

the public to the harms of hyperlipidemia is the best path forward!



Cows vs Cars!

Do higher levels of greenhouse gases lead to
health issues and more fatalities? If so, which
type of greenhouse gas pollution is more
harmful to public health: methane from cows
or carbon emissions from cars?

Initial Hypothesis:

There is a relationship between the number of cows or cars in a country and the death rate.
rank, country,rate country,vehicles,total,year
1,NEPAL,149.01 Gibraltar,1343,48641,20

Data Sets Used 2,NEW GUINEA,122.46 % el b

1. Death rate by country 3,INDIA,87.9 rr At il 2

2. Number of vehicles per country b N 711 Honaco. 18 assee call) )

3. Number of cattle per country 6. LESOTHO,83.85 e Zeaiond, J ;

Examples of the top 10 values in each data set-> | 7,vAnuatu, 78.e3 Finland, 790, 4368795, 2022
8,PAKISTAN,77.79 «

9,MYANMAR,73.61

By: Tina Tran, Jenna Scholl, Ava Stoker-Jakab, 29, HICRONESTH; 6793

Dom Feden-Kist, and Naudia Booker
Keystone Oaks High School

Analysis: We used the computer programs of Python and R. We did a 1 variable analysis with summary statistics such as mean,
standard deviation, and a 5 number summary for each variable. We constructed box plots and histograms for each variable.

We conducted a 2 variable analysis with correlation plots and scatter plots. We used formal hypothesis testing (Linear Regression
T Tests) to determine if there was a significant linear relationship between cars and deaths, cows and deaths, and cows and cars.
We found that the p value for relationship between cars and death rate was 0.69, which is greater than 0.05, so no relationship.
The P value of cows and death rate was 0.006, which is less than 0.05, indicating a relationship.

Challenges: We encountered missing data and removed them from the model. We had to clean the data, removing commas and
quotations. We had to merge 3 different data frames. We acknowledge that factors such as covid 19, alternate types of pollution,
and lack of medical resources available to certain countries could impact the data.

X Axis: Cars X Ais: X Axis
Y Axis: death rate ¥ Ais: ¥ A
Pvalue: P value:

Cattle and cars have a moderately positive correlation
Cattle and death rate have a moderately positive correlation
Death rate and cars have a weak positive correlation

J Results: There is convincing statistical evidence
; ' : to suggest that there is a relationship between number
‘ ; of cows in a particular country and the death rate in

that country. We found no relationship between cars
and death rate.




