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Variables 
 
The field of statistics revolves around variables because we use them to classify observations in a 

study/experiment and draw connections between these different classes of observations. A variable is 
defined as any measurable quantity or characteristic that can also be counted. Variables are the way we 
classify each category of data. There are several important classifications of variables that you must be 
aware of when conducting a DataJam project.  
 

First and foremost is the quantitative variable. A quantitative variable is 
simply a variable that expresses a measurable quantity such as a number. 
Examples of quantitative variables include height, age, speed, number of views a 
YouTuber’s video gets, or mileage on all the cars in your school parking lot. 
Quantitative variables can further be classified into two categories, discrete and 
continuous variables. The difference between continuous and discrete variables 
is that continuous variables can be measured as fractional values of a whole, 
while discrete variables can only occupy sets of distinct whole values. For 
example, number of views a YouTuber’s video gets would be considered a 
discrete variable because views are not measured in fractional amounts; one click 
on the video equals one view. On the other hand, an example of a continuous 
variable would be speed, because you can travel at a fraction of a mile per hour 

(mph) or meter per second (m/s). Shown to the left is an example of two quantitative variables, speed 
and views on a theoretical up and coming YouTuber’s videos, and 
observations under those variables. 
 

The other type of major variable classification you should be 
aware of is the categorical variable. Categorical variables are 
typically not represented by numbers (although they can be), instead 
usually having values that describe qualities rather than quantities. 
Examples of categorical variables include color, gender, letter grade, 
and month of the year. Shown to the right are examples of categorical 
variables, color and letter grade, along with several observations 
under those variables. 
 

Now, the question you may be asking is: How do I distinguish 
from categorical and quantitative variables? There is actually a pretty simple answer to this question. 
First, ask yourself “Can I take the mean or median of this data set?”. If the answer is no, you have 
yourself a categorical variable. If the answer is yes, you have yourself a quantitative variable. There is 
no such thing as an average-colored car, but there is such thing as an average or median family income 
across the United States. This is because income is a quantitative variable, while car color is a 
categorical variable. 
 
Take-Home Message: It is important to identify which of your variables are categorical and which 
of your variables are quantitative in a DataJam project! 



 

 
 

Descriptive Statistics 
 
 Descriptive statistics do exactly what the name implies: describe the characteristics of your 
variables given the variables’ observations. Using descriptive statistics can help you gain a immediate 
summary of what your dataset looks like as well as provide an idea of what the shape, center, spread, 
and other characteristics of your dataset are. Examples of 
commonly used descriptive statistics are as follows: 
 
The number of observations is a commonly used descriptive 
statistic used to denote how many observations there are under 
a certain variable. This is usually denoted by n or Total Count 
in statistics. As seen to the right, for all variables in this dataset, 
n = 60.  
 
MEASURES OF CENTER 

  
The mean is a very commonly used measure to indicate the center 
of a quantitative dataset. Put simply, the mean is the average value 
of all observations within a variable. It is found by adding together 
the values of all observations and dividing by the total number of 
observations. As shown in the figure to the left, the mean US 
suicide rate per million people (ages 15 and up) is higher than the 
US homicide rate per million. Therefore, we can conclude that on 
average, during the years 2006-2010, more people committed 
suicide each month than homicide of another individual. It is worth 
noting that the mean should not be used to measure the center of a 

dataset when there are outliers skewing the distribution 
of the variable. 
 
The median is the other commonly used measure to 
indicate the center of a quantitative dataset. The median 
is the middle value of a numeric dataset and can be 
found by hand by following the note on the bottom 
right, assuming a relatively small dataset. In the event 
that there are two middle values (as is the case with all 
datasets with an even-numbered n), then the median is 
found by taking the mean of those two middle values. 
For larger datasets, it is best to use a software 
package or calculator to find the median. As shown 
to the right, the median suicide rate is yet again 
higher than the median homicide rate, so we reach 
the same conclusion as when we utilized the mean in 
this case.  
 



 

 
 

MEASURES OF SPREAD 
The standard deviation is the most common way to measure 
the spread of a quantitative dataset, or the way in which 
observations are arranged in a distribution. The standard 
deviation indicates how closely observations are situated to 
the mean; a larger value means that observations are located 
further away from the mean. This measure is typically 
difficult to calculate by hand, especially with variables 
containing a large n, so calculating this measure is usually 
best left to a calculator or software package such as Minitab 
or Excel. When dealing with outliers in a dataset, perhaps one 
of the best ways to measure spread is the interquartile 
range. The interquartile range is the difference between the observation with a value at the 75th 
percentile within a dataset and the observation with a value at the 25th percentile in a dataset. The 
interquartile range is usually best found through the use of a software package or calculator, especially 
with large datasets.  
 

MEASURES OF SHAPE 
The mode is an indicator of the most frequent observation 
within a variable and/or dataset. It is found by simply 
identifying the value of the observation that appears most 
frequently in a dataset. The mode is usually a good 
indicator of where the peak(s) is within a distribution of a 
variable. As shown to the right, 4.7% is the mode 
unemployment rate, as it appears 9 times throughout the years 2006-2010, more frequently than any 
other unemployment rate. 
 
 Finally, two measures to check whether a distribution is (approximately) normal are the 
skewness and the kurtosis. The skewness is, as the name implies, the degree of skew away from a 
normal distribution, while the kurtosis is a measure of the thickness of the tails in a distribution. These 
measures are most easily calculated by a software package such as Minitab or Microsoft Excel. In order 
to safely assume a distribution as approximately normal, the skewness must fall within the range of -0.5 
to 0.5 and the kurtosis within -2 to 2. (Usually if a distribution has high skewness, it also has high 
kurtosis and vice versa)  
 

 
       Low skewness, Low kurtosis           High skewness, High kurtosis 



 

 
 

Types of Distributions 
 
 In statistics, it is important to know what kind of distributions you have across your variables to 
check the conditions for statistical significance. In most cases, it is important that your variables follow a 
normal distribution, as it is the distribution upon which many tests for statistical significance are based. 
Ensuring your distribution(s) is normal is extremely important for DataJam projects, else you will need 
to use analyses not requiring normal distributions. The two other major types of distributions are skewed 
left and skewed right; these distributions usually contain outliers and are asymmetrical.  
 
THE NORMAL DISTRIBUTION 
The normal distribution is the most important distribution in statistics, as many tests for 
statistical significance are based around it. As seen to the right [2], it is a symmetric, 
unimodal (one peak) distribution, where the mean equals the median. Additionally, 
close to all observations fall within three standard deviations of the mean (or 
median). Good examples of (approximately) normal distributions include IQ 
(seen to the right) and human height.  
 

SKEWED DISTRIBUTIONS 
Skewed left and skewed right distributions often include outliers that drag the mean away from the 
median, or peak, of the distribution. Likewise, in both of these cases, the median does not equal the 
mean. More specifically, in a left-skewed distribution, the mean is less than the median, and in a right-
skewed distribution, the mean is greater than the median. A trick to remember this for skewed 
distributions is that “the mean follows the tail”. A good example of a skewed left distribution is test 
scores (shown below), while good examples of right-skewed distributions are income and PA COVID-
19 cases by county [3] (shown below). 
 
Now, we know that mean and median both describe the center of a distribution. But, for a skewed 
distribution, they are different! So the question becomes, which one do we use? The answer is the 
median, as its value is resistant to the presence of outliers. Thus, its value does not change much from 
the true center with the addition of an outlier, unlike the mean, whose value changes drastically.  

   Skewed Right                        Skewed Left 

 
 
 
 
 

 



 

 
 

Observations and Outliers 
 

WHAT ARE OBSERVATIONS? 
 In statistics, observations are simply the data points you analyze through scatterplots, 
histograms, boxplots, bar graphs, etc. Observations can contain values for one variable, such as color or 
mileage, or they can contain multiple corresponding values, such as characteristics of a car: mileage, 
weight, fuel efficiency, color, number of seats, etc. Usually, good DataJam projects take into account 
multiple variables when considering their research questions, so your observations will almost always 
contain multiple corresponding values. In my DataJam project considering the effects of the 2007-2010 
H1N1 pandemic, my observations were months from 2006-2010, but the corresponding values for the 
months included the homicide rate, suicide rate, drug overdoses, current unemployment rate, among 
other factors shown below: 
 

WHAT ARE OUTLIERS? 
 Outliers are observations that are significantly removed from the rest of the observations, having 
either much higher or lower values than the rest of the observations (example shown to the right). 
Outliers usually skew the data away from a proper normal distribution, which can be problematic for 
tests and checks of data requiring there to be a normal 
distribution. Additionally, outliers make it tough to 
identify the center and spread of a dataset.  
 

Luckily, there is a solution to this problem: 
resistant measures. Resistant measures are either not 
or very slightly affected by the presence of outliers in 
a dataset. Examples of resistant measures are the 
median for center and the interquartile range for 
spread (discussed further in module ___). Measures 
that are not resistant include the mean and standard 
deviation, as adding a very large or very small value to the dataset can heavily influence their 
calculations. 
 
Take-Home Message: Use resistant measures when forced to deal with outliers! 



 

 
 

Control and Confounding Variables 
 
 In a study or experiment, it is important to identify which factors are held constant throughout, 
or the control variables, and what factors could potentially deviate the observed results from the actual 
results in the real world. These potentially deviating factors are known as confounding variables. In a 
DataJam project, it is very important you consider the factors that may confound the results, and then 
control for them through your variables. 
 

WHAT ARE CONTROL VARIABLES? 
 As stated above, it is imperative in a sophisticated DataJam project that you understand which 
factors need to be held constant to best measure the desired relationship. For example, say you want to 
observe the growth of plants in various degrees of sunlight. So, you place the plants in various degrees 
of shade. However, you water the plants in the sunlight more often than the ones in the shade. Naturally, 
you observe that the plants in the sunlight grow more than the ones in the shade, but this could either be 
due to the exposure to sunlight or the amount of water given – we don’t know! Thus, we can’t answer 
our research question, which is why it is very important to control, or hold constant, the amount of water 
you give each plant to truly measure the relationship between growth and amount of sunlight.  
 

WHAT ARE CONFOUNDING VARIABLES? 
 Confounding variables are variables that can complicate your results away from what they 
truly are in the real world. In the previous plant example, the varying amounts of water would be an 
example of a confounding variable because it complicates, or confounds, the relationship between 
amount of sunlight and plant growth.  
 
 In my mental health study, I wanted to measure alcohol consumption as a predictor, but I could 
only find data on alcohol sales*. I could have just used this as my variable to measure alcohol 
consumption, but I realized that the monetary value of alcohol sales may have gone up over time merely 
due to inflation. In this case, inflation was the confounding variable, and I had to include an inflation 
adjustment calculation to control for inflation and measure the desired quantity: alcohol consumption 
(measured by real alcohol sales). 

 
 
*Sometimes you may not find the exact variable you are looking for, so this is where you will need to 
get creative with the data you are given! 



 

 
 

Sampling and Bias** 
 

 If you ever happen to collect data during a DataJam project (unlikely), it is important to know 
how to appropriately generalize the results of your study and avoid bias so you can have as accurate a 
conclusion as possible. Bias is the deviation in the results of your study from the true value of the 
population parameter. (Note: a parameter is simply a statistic that pertains to an entire population). As 
such, we want to avoid bias as much as possible in DataJam studies so our results come as close as 
possible to the actual value of the population parameter. This can be done using sampling techniques, as 
described below. 
 

SAMPLING AND TYPES OF SAMPLING TECHNIQUES 
 In statistics, sampling is the process by which a subset of the population is taken and observed 
for a characteristic of interest. Then, once the researcher collects data on the subset, they then attempt to 
generalize the results to the entire population. However, there is usually bias associated with this 
generalization, as any sample is usually not truly representative of the entire population. Now, you might 
be thinking, why not just collect the data directly from the whole population? Such a technique might be 
plausible for very small populations, but for very large populations, such as the United States, this is 
nearly impossible. This is why we use samples in statistics. 
 
 A simple random sample is the best type of sample for a statistician to conduct and often 
yields the best results with the least amount of bias. However, it is typically very difficult to conduct, as 
all members of the sample are randomly generated, and thus need to be both sought out and willing to 
respond to the study/experiment. When this is not possible, easier, yet more biased methods explained 
below must be used. 
 
 A cluster sample is sort of like a simple random sample, but easier to conduct as observations 
are usually not located all over the place. First, you need to divide the population in smaller “clusters”. 
Then, use a randomizer to select certain clusters, and then interview all observations in those clusters. 
 
 A systematic sample is when the researcher collects observations by interviewing every kth 
person they, for example, pass by. For instance, if I wanted to use a systematic sample to find out what 
the average weight of a student’s backpack is in high school, and I need 100 data points out of a high 
school with 900 students, I would interview every 9th student that walks in the building. 
 
 A convenience sample is the easiest type of sample to conduct, but often yields the most 
amount of bias due to it usually not being representative of the true population. It involves simply 
interviewing people that are closest to you and/or willing to respond to the study/experiment. Try this 
technique as a last resort if you cannot conduct any of the above samples. 
 
Take home message: In a DataJam project, it is best to minimize bias! 

 
**Note: This section is only relevant to you if you must collect your own data, which is very rare and 
not required for you to have to do in a DataJam project. Instead, just ensure your data is reliable. 



 

 
 

Types of Visualizations for Data 
 

 One of the most important aspects of a DataJam project is visualizing your results with a 
graphic for a diverse audience to understand. This is often the most exciting part of the project as well: 
finally getting to see for yourself what your results look like. However, to do this, you must know what 
type of graphic to use so it works with the type of variables you are working with (if you are having 
trouble classifying the variables you are working with, see the Variables section). A preview of all the 
graphics that will be discussed on the following pages is shown below. 
 
Note: When using graphical displays, it is imperative that you always LABEL your graphics so 
others can better understand them!! This includes labeling every category, axis, etc. and giving 
your graph a title! 
 
 
 

 
 

 
 
 
 

 
 
 



 

 
 

 
ONE CATEGORICAL VARIABLE 

 For displays involving just one categorical variable, you will want to use either a pie chart or 
bar graph showing the proportions or percentage of each category with respect to the whole. In my 
case, if I wanted to investigate how individuals committed suicide rather than just the number each 
month, I could include a bar graph or pie chart showing the proportion of people that committed suicide 
via firearm, intentional overdose, etc. An example of what this would look like is shown below: 
 

 



 

 
 

 
ONE QUANTITATIVE VARIABLE 

 For displays involving one quantitative variable, a histogram, boxplot (AKA box-and-whisker 
plot), or dot plot are the best options. However, each one has its own strengths in describing shape, 
center, and spread, as discussed above in the descriptive statistics section. A boxplot is best for showing 
the center and interquartile range (spread), as denoted by the center line in the box and two ends of the 
box, respectively. Boxplots can also show outliers, as denoted by asterisks (*). On the other hand, while 
a boxplot can also show a distribution’s shape, a histogram or dot plot is best for that. Histograms and 
dot plots are fundamentally very similar, except a histogram shows the number of observations in a 
certain bin of the histogram on the y-axis, while a dot plot depicts the number of observations by the 
number of dots above that bin. An example of each of these is shown below: 
  

 
 
 
 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 



 

 
 

ONE CATEGORICAL, ONE QUANTITATIVE VARIABLE 
 When dealing with one categorical and one quantitative variable together, it is best to use a 
side-by-side boxplot. A side-by-side boxplot shows differences in the distributions of the quantitative 
variable, as denoted by the boxplots, across the different categories of the categorical variable. These 
side-by-side boxplots are useful in determining if there is a category that is significantly different than 
the others and needs to be further examined. In my case, I needed to examine if there was a certain 
season in which homicide rate was significantly higher or lower than the others, and thus needed to have 
further examination into. The graphic of the side-by-side boxplot I examined can be found below. 
 

  
 
 As shown above, there is no one boxplot that is significantly higher or lower than the others, so 
I could conclude that there was no further investigation I needed to do between homicide rate and 
season. 
 
 
 
 
 
 
 
 
 
 



 

 
 

TWO CATEGORICAL VARIABLES 
When your data consists of two categorical variables, the best graphic to use is a stacked bar chart. A 
stacked bar graph shows the proportions of the categories across the observations of the first 
categorical variable across the categories of the second categorical variable. A stacked bar graph may be 
useful if you would like to compare these proportions across the categories of another categorical 
variable. An example can be found below. 
 

 
 
 As depicted by the graph, sports such as football and golf are played predominantly in one 
season: fall and summer, respectively. However, a sport like cross country can be conducted in any 
season, so it is more spread out across the four seasons. A stacked bar chart can help to show the 
distributions of these categories. 
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TWO QUANTITATIVE VARIABLES 
When working with two quantitative variables, the type of graphical display to use, and perhaps the 
most popular display among all DataJam projects, is the scatterplot. A scatterplot uses an xy-coordinate 
system to plot observations between two quantitative variables, one of which is placed on the y-axis and 
one of which is placed on the x-axis. When working with a scatterplot, it is important to note three 
things about the distribution of observations: 

• The strength – how closely the data points fall to a best fit line, can be either strong, moderate, or 
weak 

• The direction – Is the relationship positive and upward-sloping, negative and downward-sloping, 
or is there seemingly no relationship? 

• Whether the relationship is linear or nonlinear – Can the points be modeled by a straight line, or 
is there a different type of relationship to describe the data points? 

 
 There is a lot you can do with a scatterplot, and what we discuss in this module just scratches 
the surface. However, these are the basics you will need to understand what will be covered in the 
following modules – all of which deal with scatterplots and regression. Below are several examples of 
scatterplots depicting different strengths, directions, and fits. 

 
There is a lot more you can do with scatterplots besides examine the directions as shown above. These 
other things are discussed in the next section. 
 
Take-Home Message: Know what type of variables you have before making visualizations! 



 

 
 

Regression 
 
 Regression is probably the most commonly used technique within a DataJam project, and for 
good reason – there is truly a LOT you can do with it. Likewise, it is imperative that you understand the 
basics of it so that you are comfortable using it in your project. In these next few sections, we will start 
simple, with basic linear regression, and build up to the more complex multiple regression. 
 

SIMPLE LINEAR REGRESSION AND THE BEST-FIT LINE 
 Simple linear regression involves fitting a best-fit line to data points involving the Y-variable 
(also known as the response variable) and just one X-variable (also known as the predictor or 
explanatory variable). This best-fit line is calculated by minimizing what are called residuals. The 
residual of a data point is the difference between its observed (or actual) value and the value predicted 
by the line of best fit (see below). To calculate the best-fit line, these residuals are squared (so all of 
them are positive) and then summed; the equation of the line generating the lowest sum of the squared 
residuals is the best-fit line*.  
 

 
The Best-Fit Line 
 The best-fit line has several very important properties that can be analyzed and interpreted for 
a conclusion. The first and foremost of these properties is the regression equation. The regression 
equation is simply the equation of the best-fit line and can be used to make predictions about what the 
Y-variable value would be at a certain X-variable value and vice versa. These predictions can fall into 
one of two categories: interpolation and extrapolation.  
 Interpolation involves using the best fit line and a variable input to predict the value of the 
other variable within the range of the plotted observations. For example, in the above graph, new 
predictions would be considered interpolation if the Drug Overdoses input falls between 7.0 and 8.5 or 
the Suicide Rate input falls within 8.5 and 11.0.  
  



 

 
 

 Conversely, extrapolation involves using the best-fit line and a variable input to predict the 
value of the other variable beyond the range of the plotted observations. For example, if the Drug 
Overdoses input is over 9.0 or the Suicide Rate input is above 11.5, this would be considered 
extrapolation. Generally, extrapolation is not advisable due to the unknown nature of the best-fit line 
beyond the range of the plotted points, so only use extrapolation as a predictive method if there are no 
other options. 
 
The Correlation Coefficient (r) and R2 values 
 Another important feature of the best-fit line is that it comes with a calculation of something 
called the correlation coefficient, or r value. The correlation coefficient (r) measures both the strength 
and direction (discussed in the scatterplot module briefly) of the correlation between the X and Y 
variables. r ranges from -1 to 1, with values close to 1 and -1 being considered a strong correlation and 
values close to 0 being considered little to no correlation. The direction is simply indicated by the sign 
of the r-value; a positive r means a positive correlation and a negative r indicates a negative correlation.  
 
 Perhaps even more important than the r value is the R2 value, which is simply the square of the 
r value. The R2 value measures the amount, or percent of variation in the Y-variable that is explained by 
the X-variable. The remaining percent (out of 100%) is considered error. Likewise, a higher R2 value 
indicates greater predictive power of the best-fit line due to less percent being allocated to predictive 
error, so this quantity is extremely valuable in drawing predictions and conclusions from the data. 
Shown below are two examples of simple linear regression: one with a weak correlation and one with a 
strong correlation. 

 
 On the left is an earlier analysis I conducted using NFL receiving data from 2017-2019. The R2 
value is a whopping 91.1%, meaning that only 8.9% is allocated to predictive error. Likewise, any 
predictions of new observations using this line are likely to be very accurate, with a relatively small 
residual. On the other hand, the right graph only has an R2 value of 7.6%, meaning that 92.4% is 
allocated to error. Unfortunately, this means that this line does not have very good predictive power, and 
that the actual value of new observations may be widely different than the value predicted by the line. 
Keep in mind that residuals and regression error are closely connected – we want residuals to be small! 
 
Take-Home Message: When performing simple linear regression, it is best to take note of the 
regression equation and R2 value, as there is a lot you can infer from both pieces! 



 

 
 

MULTIPLE REGRESSION 
 While it is important to know the principles of simple linear regression, performing a mere 
simple linear regression with one X and one Y variable for your DataJam project is often not complex 
enough. A winning DataJam project considers several factors around their main issue rather than just 
one. However, many students ask: how do I go beyond a scatterplot to analyze these additional factors? 
This is where multiple regression comes into play. Multiple regression involves the use of multiple X-
variables to explain additional variation in a single Y-variable. In the case of a DataJam project, your 
single Y-variable will be the main variable you wish to study, with the X-variables being the factors that 
may explain the values of the Y-variable. There are several key differences between multiple regression 
and simple linear regression, as highlighted below. 
 
More Variables! 
The first and foremost thing to note about multiple regression is that, well, there are more X-variables to 
deal with (obviously)! Multiple regression allows you to consider these different factors as it relates to 
the main factor you are trying to study (your single Y-variable). As far as your regression equation goes, 
adding more variables simply adds more terms to your equation, as shown below: 
 
 

 
 
 
 

Simply put, there is an additional term for each factor added. Likewise, in order to predict a Y-value, 
you need an input for each of the X-variables. 
 
No Scatterplot or Other Form of Visualization… 
 As nice as multiple regression is for examining your response variable in multiple dimensions, 
it does come with a major drawback. Unfortunately, it is very difficult to visualize your results of 
multiple regression other than with tables and equations, as your theoretical scatterplot would most 
likely exceed three dimensions. If you’re curious, it is possible to make a 3D scatterplot if your project 
contains only two X-variables; this can be done using a statistical program more sophisticated than most 
DataJam teams use, called R. 

 
 As cool as this may be, it is still NOT advisable to do this as part of a DataJam project, 
regardless of whether you are a coding wizard. It is hard to truly visualize a 3D plot on a 2D surface or 



 

 
 

screen, so do not try to pull this off on a DataJam project. Thus, you will need to stick with the equations 
and tables from the computer output as your results. 
 
Different Statistics 
The last major difference between simple linear regression and multiple regression is that there are 
different summary statistics for multiple regression. First of all, instead of simply r and R2, there are the 
multiple-r and multiple-R2. The multiple-r and multiple-R2 simply measure the correlation between all 
of the predictors collectively and the response. Since there are more predictors, the multiple-r and 
multiple-R2 will be higher than it would be with any individual predictor, as adding more predictors to 
the model explains more variation in the response and thus helps remove some of the error percentage in 
R2. An example of multiple-r and multiple-R2 is shown below: 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
CONCLUDING REMARKS ON SIMPLE AND MULTIPLE REGRESSION 

As you have seen, regression and correlation are extremely powerful tools to use within a 
DataJam project. However, there is one thing you will need to keep in mind as you use these techniques. 
It is absolutely imperative you remember that correlation does not imply 
causation! Because this is an observational study and not a controlled experiment, it is very likely 
there are confounding variables preventing you from concluding causation. This is one of the most 
common mistakes made by DataJam students; do not fall into this trap! For more elaboration on this 
principle, please check out this video from a fellow DataJam mentor, Jackson Filosa: 
 
https://www.youtube.com/watch?v=2W_JNpXD2Pw 

 



 

 
 

Regression Diagnostics and Conditions 
 

When performing regression in a DataJam project, there are certain conditions that should be met 
to validate your model. If these conditions are not met, you still should run and display the results of 
your regression but mention that your model may not be valid due to the conditions for your model not 
being met. The different conditions for regression are listed below. 

CONDITIONS FOR A LINEAR MODEL 
When running a simple or multiple regression, you almost always assume a linear model. As such, you 
need to be sure that your model satisfies the underlying conditions for a linear model so that you can 
safely make this assumption. There are four main conditions that need to be checked and can be done so 
through examining plots in Minitab or Excel/Google Sheets that correspond to the multiple regression. 

• Independence – usually not a problem unless time is a factor in the study; can be a problem if the 
time series plot shows a sinusoidal pattern or alternates frequently between positive and negative 

• Linearity – check the residual plot for a random scattering of points, not a pattern 
• Homoscedasticity – residual plot must have a relatively constant spread across all fitted values 
• Normality – either the histogram of the residuals is approximately normal or the points on the 

normal probability plot fall close to the plotted line 
Shown below are the results of my study in terms of the conditions to satisfy a linear model. 

 All the conditions in my project appeared to be satisfied, so I could appropriately apply a linear model.  



 

 
 

UNNECESSARY PREDICTORS IN A MODEL 
After you’ve collected your data on numerous factors, you may want to just throw all of them 

into a multiple regression model and call it a day. While this is a good procedure to begin your analysis, 
you may have certain predictors that just do not fit well into the model. As such, these predictors need to 
be removed from the model. There are two main things you need to check for when removing predictors 
from your full model: 

• Collinearity – two or more predictors are redundant within the model 
• Insignificance – a predictor does not affect the response enough to be kept in the model 

With collinearity, it is best to look at the VIF (variance inflation factor) within the computer 
output or a correlation matrix (if VIF is not available). If the VIF is close to or over 10 for a predictor, 
then that predictor should be removed from the model. Alternatively, a correlation matrix can be 
examined; two predictors that are highly correlated with each other should have one of them removed to 
reduce model redundancy.  

When dealing with insignificant predictors, it is best to use a model selection technique to 
determine the best model. If you have seven or less predictors, use best subsets regression. This 
technique allows you to pick the best possible model out of all. Usually, with best subsets regression, 
you look for the model with the highest adjusted R2. The adjusted R2 is similar to the regular R2, but it 
applies a penalty to the value for every unnecessary predictor added. Therefore, it is important to look 
for the model with the highest adjusted R2 rather than the highest default R2. If best subsets regression 
does not eliminate all significant predictors, then use forward selection. This will ensure only significant 
predictors enter the model. Best subsets regression can be accessed in Minitab by going to Stat à 
Regression à Regression à Best Subsets. Forward selection can be accessed by going to Stat à 
Regression à Regression à Fit Regression Model à Stepwise. 

 
 
 
 

After removing and modifying some of the predictors, I was able to come up with the true best 
model for the data. H1N1 Deaths has a VIF over 10 only because of the squared term I had to add – 
consult a mentor if you think you may have a nonlinear term! Additionally, only one of the three 
“Seasons” terms and one of the H1N1 terms needed to be significant, so this model validated all terms. 

Full Model Final Model 



 

 
 

Inferential Statistics 
 
Using Inferential Statistics is vital to a DataJam project – it is what you look at to make 

conclusions of significance! However, depending on your project, there may be different types of 
inferential statistics you look at. There are two major measures of inference: confidence intervals and 
significance tests. 

 

CONFIDENCE INTERVALS 
A confidence interval is an interval estimate in which the true value of the population parameter 

most likely lies. The interval is constructed with a predetermined confidence level (usually 90%, 95%, 
or 99%). The most common is a 95% confidence interval, which states that the observer is 95% 
confident that the true value of the parameter lies within the bounds of the interval. Confidence intervals 
are not commonly used in a DataJam project, but they can accompany significance tests, the more 
commonly used measure of inference. Examples of what confidence intervals look like are shown 
below.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

These confidence intervals measure the true value of the slope of each of these variables and the value of 
the y-intercept (Coef). Confidence intervals can provide the same information as a significance test; in 
this case, the slope is significant, or not equal to zero, if zero is not contained within the confidence 
interval. While this can be inferred from the interval, it is more easily inferred from a significance test. 
 

SIGNIFICANCE TESTS 
A significance test demonstrates if an observed value differs significantly from a hypothesized 

value. While the computer does most of the work in Minitab or Excel, it is important to understand the 
logic these programs are using. The first step of a test for statistical significance is to state the null 
hypothesis and the alternative hypothesis. The null hypothesis usually states that the quantity in 
question (proportion, mean, slope, etc.) has no relationship/significance in the population. On the other 
hand, the alternative hypothesis states that there is a significant relationship of the statistic with respect 
to the null hypothesis. A conclusion is made by either rejecting or failing to reject the null hypothesis. In 
order to make this conclusion, a p-value must be calculated. The p-value is the probability, assuming the 



 

 
 

null hypothesis is true, of obtaining a test statistic as extreme or more extreme as the one calculated in 
the significance test. As a general rule of thumb, if your p-value is less than 0.05, you may reject the null 
and conclude statistical significance. Otherwise, fail to reject the null. There are several different types 
of significance tests, as described below. 

Ø T-test – measures the statistical significance of a singular mean of some measured quantity 
within the population to make conclusions about the hypothesized mean of the population 

Ø 1-proportion Z-test – measures the statistical significance of a singular proportion of some 
measured quantity within the population to make conclusions about the hypothesized population 
proportion 

Ø 2-proportion Z-test – compares two proportions from two different sample groups to determine 
if those proportions are significantly different 

Ø 2-sample T-test – compares two means from two different sample groups to determine if those 
means are significantly different 

Ø Linear Regression T-test – commonly used in regression, determines if the slope of the best-fit 
line is significant, therefore concluding a relationship between the X and Y variable 

Ø F-test – also commonly used in regression, similar to the Linear Regression T-test except uses an 
F-distribution, which is strictly positive and can be used for multiple regression 

Ø ANOVA – stands for Analysis Of Variance, used as a table in F-tests to display the significance 
of the regression 

You likely will not need to know how to conduct these tests by hand, as software packages such as 
Minitab or Excel/Google Sheets do this for you. However, it is important to understand what you are 
looking at in the software output, so that is why we are going over this. An example of an output you 
might see is as follows: 
 

 
 
 
 
 
Take-Home Message: When working with significance tests, the most important thing to check is 
to see if the p-value is under 0.05! If so, your test is statistically significant. 
 
  



 

 
 

Glossary 
 

Adjusted-R2 – similar to the multiple-R2, but applies a penalty to the R2 value if an unnecessary X-
variable is added to the model 

Alternative hypothesis – states that there is a significant relationship of the statistic with respect to the 
null hypothesis 

Bar Chart – a graphical display for one categorical variable that depicts the frequency of observations 
in each category by higher/lower bars 

Bias – the deviation in the results of your study from the true value of the population parameter 
Boxplot – a graphical display for one quantitative variable that is best for depicting the center (median) 

and interquartile range of a distribution 
Categorical Variable – a type of variable whose values describe a quality or characteristic of 

observations in the data set 
Cluster Sample – conducted by first dividing the population into clusters, using a randomizer next to 

select certain clusters, then interviewing everyone in that cluster 
Collinearity – Occurs when there is a redundant predictor(s) in the model; indicated by a high VIF 

(>10); can be fixed by removing the redundant predictor 
Confidence interval – an interval estimate in which the true value of the population parameter likely 

lies; can become less confident by narrowing the interval or more confident by widening the 
interval 

Confounding Variables – variables that can complicate your results away from what they truly are in 
the real world 

Continuous Variables – a type of quantitative variable whose values can exist as fractional numbers of 
a whole, such as gas mileage 

Control Variables – Variables that are intentionally held constant throughout the course of a project so 
that the quantity (or quantities) of interest can be most accurately measured 

Convenience Sample – conducted by simply interviewing the closest or most willing participants to the 
researcher; easy to conduct but usually leads to biased results 

Correlation Coefficient (r) – measures both the strength and direction of the correlation between the X 
and Y variables; ranges from -1 to 1, with values close to 1 and -1 being considered a very strong 
correlation and values close to 0 being considered little to no correlation 

Descriptive Statistics – describe the characteristics of your variables given the variables’ observations 
Discrete Variable – a type of quantitative variable whose values can only be strictly whole 
Dotplot – a graphical display for one quantitative variable that is best for displaying the shape and mode 

of a distribution; it shows the number of observations in a certain bin by the number of vertically 
stacked dots 

Extrapolation – involves using the best-fit line and a variable input to predict the value of the other 
variable beyond the range of the plotted observations 

Histogram – a graphical display for one quantitative variable that is best for displaying the shape of a 
distribution; it classifies observations into bins based on values 

Interpolation – involves using the best fit line and a variable input to predict the value of the other 
variable within the range of the plotted observations 

Interquartile range (IQR) – the difference between the observation with a value at the 75th percentile 
within a dataset and the observation with a value at the 25th percentile in a dataset; it is usually 
best found through the use of a software package or calculator, especially with large datasets. 



 

 
 

Kurtosis – a measure of the thickness of the tails in a distribution; values indicative of a normal 
distribution usually fall within -2 to 2 

Mean – a very commonly used measure to indicate the center of a quantitative dataset; it is found by 
taking the sum of the values of all observations then dividing by the total number of observations 

Median – the middle value of a numeric dataset, which can be found by arranging the values of a 
dataset from least to greatest and then crossing out values alternatively from each end until the 
middle value is reached or by using technology 

Mode – an indicator of the most frequent observation within a variable and/or dataset. It is found by 
simply identifying the value of the observation that appears most frequently in a dataset. 

Multiple regression – involves the use of multiple X-variables to collectively explain variation in a 
single Y-variable 

Multiple-r – measures the correlation between all X-variables collectively and the response 
Multiple-R2 – measures the variation in Y that can be explained by all of the X-variables collectively 
Normal Distribution – the most important distribution in statistics, as many tests for statistical 

significance are based around it; it is a symmetric, unimodal (one peak) distribution, where the 
mean equals the median 

Null hypothesis – usually states that the quantity in question (proportion, mean, slope, etc.) has no 
relationship/significance in the population 

Number of Observations – a commonly used descriptive statistic used to denote how many 
observations there are under a certain variable 

Observations – the data points used to conduct analysis through scatterplots, histograms, boxplots, bar 
graphs, etc; can contain values for one variable or multiple corresponding variables 

Outliers – observations that are significantly removed from the rest of the observations, having either 
much higher or lower values than the rest of the observations 

p-value – the probability, assuming the null hypothesis is true, of obtaining a test statistic as extreme or 
more extreme as the one calculated in the significance test 

Parameter - a statistic that pertains to an entire population 
Pie Chart – a graphical display for one categorical variable that displays the proportion of the total 

observations that each category represents 
Quantitative Variable – a variable that describes a measurable quantity as a number 
R2 value – measures the amount, or percent of variation in the Y-variable that is explained by the X-

variable; the remaining percent (out of 100%) is considered error; is simply the square of the r-
value 

Regression Equation – the equation of the best-fit line, and can be used to make predictions about what 
the Y-variable value would be at a certain X-variable value and vice versa 

Residual – the difference between its observed (or actual) value and the value predicted by the line of 
best fit; this is a measure of error in the accuracy of the best-fit line 

Resistant Measures – either are not or very slightly affected by the presence of outliers in a dataset; 
good examples are median and IQR 

Sampling – the process by which a subset of the population is taken and observed for a characteristic of 
interest. 

Scatterplot – uses an xy-coordinate system to plot observations between two quantitative variables, one 
of which is placed on the y-axis and one of which is placed on the x-axis. 

Side-by-side boxplot – shows differences in the distributions of the quantitative variable, as denoted by 
the boxplots, across the different categories of the categorical variable 



 

 
 

Significance test – demonstrates if an experimental or observed value differs significantly from a 
hypothesized value 

Simple Linear Regression – involves fitting a best-fit line to data points involving the Y-variable (also 
known as the response variable) and just one X-variable (also known as the predictor or 
explanatory variable) 

Simple Random Sample – a sample in which subjects are randomly selected from the entire population 
and then interviewed; usually yields results with the least amount of bias but is very difficult to 
execute 

Skewed Left Distribution – Mean is less than the median, it is identified as a distribution in which 
there are a few data points far to the left of the rest of the data; a good example is test scores 

Skewed Right Distribution – Mean is greater than the median; it is identified as a distribution in which 
there are a few data points far to the right of the rest of the data; a good example is income 

Skewness – the degree of skew away from a normal distribution; values indicative of a normal 
distribution usually fall within -0.5 to 0.5 

Stacked bar graph – shows the proportions of the categories across the observations of the first 
categorical variable across the categories of the second categorical variable  

Standard Deviation – indicates how closely observations are situated to the mean; a larger value means 
that observations are located further away from the mean; it is best calculated using technology 

Systematic Sample – conducted by the researcher interviewing every kth person they encounter; usually 
more biased than a simple random sample but less biased than a convenience sample 

Variable – any characteristic, number, or quantity that can be measured and/or counted 
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How to Conduct a DataJam Project: A 
SUMMARY 

 
Welcome to the Pittsburgh DataJam competition! In this second part of the resource, you will 

discover how to accomplish each section of the project from brainstorming ideas and exploring topics to 
writing your conclusions. Each section will be highlighted by examples from my own project that I 
conducted over the summer of 2021 with assistance from members from the advisory board itself, Dr. 
Judy Cameron and Brian Macdonald, as well as fellow mentors Jackson Filosa and Lucas Troy. This 
section will provide a summary of each of the six steps in the process, so if you were to read just one 
section of this entire resource, read this section. 

 
1. Exploring Topics – This section is where you 
begin to think about what subject you would like to explore 
as a focus of your project. Begin with many ideas, then 
narrow it down to a few ideas that you can rank from most 
exciting to less exciting. One of the most common problems 
teams face is finding datasets that allow them to answer their 
questions, so being sure to think of multiple ideas is 
important in case your top idea is not compatible with 
available data. Begin 

searching for data to see if your top idea is a plausible one to 
pursue. If not, move down your rankings to see if your other 
ideas are until you find one that is.  

2. Writing your Research Questions – This is often the section 
students struggle the most with, as it is difficult to word your 
questions in a way that is complex and intriguing enough so 
that it can fully answered with data on multiple fronts! 
Writing up research questions is truly a process that takes 
time, not one that can be thought of on a whim and turned in 
within the span of five minutes. I recommend first 
brainstorming questions, then conferencing with a mentor for revision. Then, rinse and repeat 
until you get the OK from both a mentor and the advisory board when you turn your proposal in.  

 
 



 

 
 

3. Collecting and Preparing Data – This section is where you finally start diving into the 
available data and compiling it! I recommend using either Excel or Google Sheets for 

compilation of data, as these two 
applications make it much easier to 
organize and clean your data when 
the time comes. One thing to note 
about this step: it is often the most 
time-consuming, so plan 
accordingly! Data collection 
usually is not pretty, and there are 
data gaps that usually need filled. 
Use a creative method to complete 
data filling but be sure it is 
reasonable and lines up with 
available data!  

 
 

4. Finalizing your Data – This is the step where you select the final data you will be using in your 
analysis, as sometimes data you collect is not useful in analysis within the context of your 
research questions! Organization and cleaning of the data is a part of this step, but so is working 
with the data to eliminate confounding variables that would get in the way of proper analysis. 
The final product of this step should be a spreadsheet in which analysis can be conducted straight 
from. 

5. Analyzing your Data – It is finally time to obtain the results of all that hard work preparing and 
finalizing your data! For this part, continue to use Google Sheets/Excel, Minitab, and/or Tableau 
Public to perform statistical analysis on your variables and obtain informative visualizations. If 
you are having difficulty interpreting these results or using the software, consult a mentor about 
it! 

 
6. Interpreting Data and Writing Conclusions – This is where you take the results depicted in 

visualizations or in tables and equations and put it into words that a general audience can 
understand. It is very important that you can convey your results to a wide audience, as this is the 
basis for data-driven decision-making, which has become a staple in the working world today. 
Limitations of your project and suggestions for future research are also good things to include in 
this step. 

 



 

 
 

Exploring Topics 
 

After forming a team for your DataJam project, the first step in your project is to start exploring 
potential topics for your project. For this part, I only have two suggestions. The first suggestion I have is 
to brainstorm topics you are passionate about! Passion and motivation go hand in hand. If you choose an 
uninteresting topic, you likely will not be motivated to work on and hand in a sophisticated project. 
Second, be creative! This part of the project is where you and your team really get to think outside of the 
box and home in (hopefully) on something unique. To brainstorm more effectively, here are a few 
techniques you could use: 

• Draw a diagram or web building off of different key ideas 
• Use post-it notes to make a “wall of ideas” 
• Make individual lists of ideas and compare within the group 
• Simply make a list of ideas as a whole group 

 

AFTER CREATING YOUR LIST OF IDEAS 
So, you’ve completed brainstorming and compiled your large list of ideas. Now, it is time to get 

together as a group and narrow things down. However, it is important that you do NOT simply choose 
one topic and throw the rest of them out! This is a common pitfall for students beginning their 
projects – even I made this mistake! Instead, what you want to do is rank your top 3 or 4 ideas for a 
project as a group. The main reason for this is data availability is a major limiting factor in DataJam 
projects! Your first idea may be spectacular and extremely creative, but if there is no data available for 
you to examine, you unfortunately cannot go anywhere with it.  

My first idea was to examine COVID-19 data to determine the effect of the pandemic on adult 
mental health, but this was not possible because sufficient data for COVID-19 had not been released. As 
a result, I had to go all the way back to the drawing board because I had not thought of an alternative 
topic. If your foremost topic does not have sufficient data available, do not get discouraged; this is a 
very common occurrence! This problem can also be lightened through ranking your top few ideas, as 
data will more than likely be available for at least one of them. 

As I had to go back to the drawing board due to not having a second idea, I consulted with a 
mentor to help think of an alternative topic (Don’t be afraid to use this approach as well!). As a result, I 
was able to come up with a second project idea: Examining the era of the H1N1 pandemic and Great 
Recession for increases in adult mental illness, for the purposes of comparing mental illness increases 
with the COVID-19 pandemic. Luckily, there was data available for this topic, so I was able to go 
through with it! However, the question remains: how did I find this data, and how did I know what to 
look for? In the next section, we will discuss this. 
 
 
Take-Home Message: When beginning to brainstorm, do not get fixated on just one idea! 
 
 
 
 
 



 

 
 

Searching for Data 
 

We have discussed the importance of ensuring there is sufficient data around your idea so you 
can go through with your project, but the question remains: how do we search for this data, and how do 
we know what to search for? When brainstorming ideas, it is imperative you search around for data on 
your ideas to ensure you have a viable project idea (Note: you do not need to formally collect all of the 
data, nor should you in this preliminary phase; just ensure that there is data out there). Consider 
following this procedure when searching for data to validate your project: 
 

1. Consider your primary (or response) variable you wish to study. Begin by searching for relevant 
data surrounding this topic from reliable (.gov, .edu, or first-party) sources. Here are some of my 
favorite sources: 

a. cdc.gov – great for health-related data 
b. bls.gov – great for economic data 
c. data.census.gov – great for population and economy data 
d. nih.gov – another great resource for health and disease data 

2. If data is available for your primary variable (in my case, adult mental health* from 2006-2010), 
begin to think about factors that could influence that variable’s values. In my case, I had to think 
about factors that would influence mental health. 

 

 
3. After brainstorming a list of factors (the more, the better!) begin to look for data surrounding 

these factors. You do NOT need to find data on every single factor for your project to be a 
success! If you can find data on 4-6 of them, that should be plenty. 

4. If you have successfully scanned and found data on your primary variable and numerous 
influencing factors (if applicable), congratulations! You have found a viable topic for your 
project. Now, it is time to begin thinking about how you will write your research questions. 

 
Take-Home Message: Always search for data from reliable sources before deciding on a project! 



 

 
 

Writing Your Research Questions 
 

One of the greatest trouble areas in a DataJam project lies in writing specific and 
thoughtful research questions! As such, it is very important that you understand the proper way to 
think of, write, and revise your research questions so that you take your project in the right direction all 
the way through. The best way to design your research questions is to use an iterative process, or one 
that involves repetition of a procedure to obtain more optimal results. In this case, the iterative process 
that you should look to follow when writing research questions looks like this: 

 
 

In my case, I had to design research questions for my H1N1 and mental health DataJam project. I 
first brainstormed, then met with Dr. Judy Cameron and Brian MacDonald, my two mentors, for 
suggestions, and then revised. After multiple rounds of this process, I came up with the following 
research questions: 

• What factors are correlated most with mental health decline during a pandemic? 
• Did the H1N1 pandemic (2009-2010) have a negative effect on mental health? 

Once you have submitted your research questions to the DataJam Advisory Board and have had 
them approved, you may think that you are done. This, however, is NOT the case! Great DataJam 
projects often have results in either their data collection or analysis that warrant further investigation, 
and thus new research questions. One of the best qualities in a data scientist is curiosity; never hesitate 
to dig deeper within your project! 
 
Take-Home Message: When defining research questions, be sure to seek feedback early and often 
to ensure your research questions end up as insightful as possible! Also, make sure that your 
research questions are something you really want to know the answer to! 
 
 



 

 
 

Collecting and Preparing Data 
 

Now that you’ve finally defined what you will be researching, it is time to start diving into the 
data! But first, I want to emphasize something very important about this step: Data collection will more 
than likely be the step of the process that is the most time-consuming! You will more than likely run 
into roadblocks while finding and collecting data, which is why this step is challenging. However, 
continue to work at it, don’t be afraid to seek help, and you will pull through! 
 

PREPARING DATA USING SOFTWARE 
When compiling your data, I recommend Microsoft Excel or Google Sheets. Both applications 

are great for collecting a list of both numeric and nonnumeric data, as well as organizing it using the 
various built-in tools. When entering the data, it is important that you put your variables in the columns 
and each data point in the rows. Below is an example of me doing this: 

 

VERIFYING ENTRY ACCURACY 
Especially when manually typing in data, it is very important that you ensure data was entered 

accurately, or else your results will be invalid!! Even when copying and pasting data from another 
source, it is important to check that this procedure was done correctly. To do this, follow this procedure: 

1. Have two people collect all the data using Excel/Google Sheets/Other method 
2. Cross-verify the compiled data for any differences 
3. If there are any differences, have a third person recheck the source to verify which person is 

correct. If your team only has two members, have both members recheck the source to verify 
 
Take-Home Message: Ensuring Accuracy of Entry is imperative to ensure valid results! 



 

 
 

Filling in Data Gaps 
 

Filling in missing data within variables is one of the major roadblocks students encounter in data 
collection. Data may not be available due to legal concerns, differing frequencies of collection (such as 
data only being collected yearly when a project focuses on monthly), lack of collection to begin with, 
etc. Nonetheless, if you really want to use this variable in your project, you will need to find a way to fill 
in the data gaps. This is where it is time to get creative! 

 
In my project, it was tough to find data from 2006-2010 because data collection was not nearly 

as good as it is today. As such, I was left with numerous data gaps that I had to get creative to fill. The 
first of which was with the H1N1 pandemic data. Studying this variable was essential to answering my 
research questions, so I had to find a way to collect monthly data on it. However, not only was data not 
available every month of the pandemic, but data updates were given in the middle of each available 
month, meaning any new deaths and hospitalizations were split between two months.  

The way I corrected for this was by analyzing the pandemic on a daily scale so I could frame the 
data by each calendar month like the rest of my variables. It was tough, but I did this by plotting “Days 
Since the Start of the H1N1 Pandemic” on the x-axis and “Cumulative Deaths” on the y-axis. I then fit a 
piecewise curve to get a model I could predict deaths from in the correct monthly frame. Finally, I 
followed this same procedure for H1N1 hospitalizations. 
 

 
Yet again, this demonstrates that creativity is one of the best qualities you can have as a young 

data scientist! You do need to be careful with going too far over the edge, however. While being creative 
is great, you still need to have viable reasoning behind your method for filling in the gaps. In my case, 
all my “predicted” points by the curve checked out with the actual data, so I was able to continue with it. 
 
Take-Home Message: When filling in data, be as creative as possible, but make sure your 
reasoning behind your method for filling is viable! 



 

 
 

Finalizing Your Data 
 

Now that you have gone through the long and arduous process of collecting your data, it is time 
to organize it and prepare it for statistical analysis. This step requires some thinking and the use of the 
built-in functions in Excel/Google Sheets. 
 

DECIDING WHICH VARIABLES TO USE 
A key step in the organization process is deciding which variables to put through to your 

analysis. This step involves conferencing with your team and possibly a mentor about which variables 
will be practically useful in your analysis. Taking time to complete this step is important, as you do not 
want to put variables that you might have collected data on through to your analysis that might not be 
viable predictors of your response (Y) variable. Examples of such variables may be those that you were 
not able to collect and fill sufficient data on or variables whose data simply do not line up with the 
constraints of the project. 

In my project, I had to cut a few variables from my project before beginning analysis. First, I 
eliminated a variable in which there simply was not sufficient data available: Antidepressant 
Prescription Rates. Then, after consulting with my mentor, I was informed that one of my other 
variables I wished to examine adult mental illness with, Marriage and Divorce Rates, also did not work; 
this was due to the era in which data was available from (2019) most likely differing from the era in 
which I was studying (2006-2010). 

Overall, I would first cut variables that you simply do not have sufficient data on, then move 
onto thinking about which of the remaining variables (hopefully all of them) are feasible for analysis 
within the context of the Y-variable. 
 

FINALIZING YOUR VARIABLES 
In many cases, the data that is 

available is not able to measure the exact 
thing you are looking for. When this happens, 
don’t get discouraged! Yet again, this is 
where it is time to get creative! In my case, I 
wanted to measure alcohol consumption, but I 
could only find data on alcohol sales. While I 
could have just used sales as consumption 
data, I would not be taking into account 
inflation. Inflation in this case is a 
confounding variable, separating the data I 
have from the quantity I want to measure. 
Thus, it is best to control for that, and I did so 
by collecting data on the worth of a dollar in 
different months, using January as a base 
month. Finally, I created a new variable, Real 
Alcohol Sales, that adjusts the sales data I had 
for inflation, giving me consumption data. 

 



 

 
 

FINALIZING YOUR SPREADSHEET 
 The other thing I would recommend doing before moving into analysis is gathering all your 
variables that you will be using in your analysis and putting in all in one block. This can be on the same 
or on a separate sheet but be sure to isolate this data from all the unusable data. In my case, I moved all 
of my data to a new spreadsheet. This process should look like this: 
 

 
 
 
 

 
 
By doing this, it makes it easier to transfer your data directly to a software package such as Minitab or 
select data to analyze directly in Excel. Making your data easier to read in this way not only makes your 
life easier in the analysis step but makes it easier for others to understand the data you intend to use. 
 
Take-Home Message: Finalizing your variables and organizing them into one place will make the 
analysis step much easier! 



 

 
 

Analyzing Your Data 
 

It is finally time to make graphs, equations, and tables to help you answer your research 
questions. To do this, there are several different software packages that can be used. These software 
packages are Minitab, Tableau Public, and Google Sheets/Excel, and all are free to access through the 
DataJam and online. Below I will discuss the strengths of each of the packages: Excel/Google Sheets, 
Minitab, and Tableau Public. 
 

EXCEL/GOOGLE SHEETS 
Excel/Google Sheets should be used for 

collecting and organizing your data, but it can be 
used to perform analysis and visualization if Minitab 
and Tableau are not available. By going to the Insert 
section, you can find a variety of different 
visualizations for your data; select the appropriate 
graph based on the type of variable(s) you are 
working with. Additionally, Excel can perform 
statistical analysis by going to Data à Data 
Analysis. From there, you can see descriptive 
statistics, perform simple or multiple regression, see 
a correlation matrix, perform tests of significance, 
etc. A few examples of these functions are shown 
below. 
 

 
 

 
 

 

Realistically, you could use Excel or Google Sheets for your entire project. Both applications 
have all the tools to prepare, organize, and analyze your data. However, I will discuss two additional 
options in the following sections that give you more advanced options for statistical analysis and 
visualization respectively: Minitab and Tableau Public. 
 
Take-Home Message: Excel and Google Sheets have tools for analyzing your data as well! 



 

 
 

MINITAB 
Minitab is a great software that can be used in a DataJam project beyond Excel/Google Sheets, 

as it truly gives you a lot of options. To name a few things, you can make a ton of different plots, 
perform multiple regression, test for significance, construct confidence intervals, and perform model 
selection. Additionally, Minitab includes a spreadsheet where you can copy and paste your data from 
Google Sheets/Excel. (It is not recommended to directly enter data into Minitab because it is much 
harder to work with in terms of data entry). Rather than continue to ramble about its benefits, I’d rather 
show you with pictures. 

 
Correlation Matrix 

Multiple Regression 

 
Simple Plots 

 



 

 
 

For those performing regression: If you begin to form models and are unsure of the best model, 
Minitab can perform model selection to assist you in selecting the best model. To do this, perform all 
subsets regression, detailed in the Part 1 subsection “Unnecessary Predictors in a Model”. The model 
with the highest adjusted-R2 is usually the best. Oh also, correlation does not imply causation. 

Overall, you can never go wrong with Minitab when performing a statistical analysis, as it has all 
the tools and then some that you will need during a DataJam project. Most DataJam mentors have 
experience with Minitab and are available for consultation when it comes to this software package. 
However, if you do not think you will need Minitab, then Google Sheets or Excel will work just fine for 
analysis. 
 
Take-Home Message: Minitab gives you a ton of options for statistical analysis in case you will 
need to undergo an analysis beyond the scope of what Google Sheets or Excel can do! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

TABLEAU PUBLIC 
One of the best and most popular applications for visualizations in a DataJam project is Tableau 

(Public). It works similarly to a software offering basic visualizations such as Minitab or Excel/Google 
Sheets but offers more eye-popping results. It can be a little hard to get used to however, so see a mentor 
if you get stuck working with the different options! Below are just a few examples of what you can do 
with this visualization software. 

 
Trends over Time 

 
Maps 

 

 
 



 

 
 

Simple Plots 
 

 
 

As you can see, Tableau gives you a ton of options when it comes to visualizing your data, so I 
would recommend Tableau if you would like your graphic to have a bit more flair than it would in 
Google Sheets/Excel or Minitab. Additionally, they say a picture is worth 1000 words, so having an 
informative visualization here can go a long way in portraying your results in your final project. 

One thing I would like to mention is that when using Tableau Public, it often asks for “measures” 
when setting up a chart. The default option “SUM” will work just fine, but be sure to place your 
variables in the “Marks” section as well to ensure every point is being plotted and not just the point that 
is the summation of all the values. If that does not work, keep at it with a trial-and-error process or ask a 
mentor! 

 
Take-Home Message: Tableau Public is best used for visualizations, as there are many eye-
popping options to choose from! 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 

 
 

Interpreting Data and Writing Conclusions 
 

After conducting your analysis and making your visualizations using software, it is time to 
interpret what the results are saying. In other words, you are taking what the results are saying and 
putting them into words, allowing anyone to understand the research you have conducted. This is an 
especially important step, as you want to be sure anyone can understand the significance of your results, 
not just other data scientists.  

Being able to interpret and explain your results to a general audience leads to data-driven 
decision-making, which is how most decisions are starting to be made in the working world today. 
Data-driven decision-making is becoming so prevalent in today’s world for two main reasons, as listed 
below: 

1. Data collection technology is becoming more advanced, making it much easier to collect data 
from a wide range of sources 

2. Numbers don’t lie – having relevant data on a product, idea, app, etc. is an ever-reliable way to 
demonstrate or predict the effectiveness of it or an innovation of it in the future 

When interpreting data, it is imperative that you look at the data and think about how it answers the 
research question(s) you set out to answer. It is in this light that you should frame your interpretations 
and conclusions. Common things to explain in light of the research questions are: 

• What’s shown in your graphics 
• Any outliers or unusual results 

o If applicable, also include an explanation of what could be causing that outlier 
• Results of any significance test (proportion z-tests, t-tests, F-tests, etc.) as it relates to your 

research question(s) 
• Regression results 

o Equations and slopes of your variables 
o The model as a whole 
o R and R2 values 
o Significance of your predictor variables and the overall regression 
o Technical conditions such as the conditions for a linear fit or regression diagnostics 

In my project, I used a multiple regression, so most of my concluding remarks came from 
regression. Nevertheless, there are a lot of inferences that can be made from other types of analysis such 
as histograms, bar charts, etcetera, so don’t get discouraged if your project does not use a regression! My 
concluding statement can be found below.  

As a result of my multiple regression, 
several inferences were drawn. First and 
foremost, the model seemed to do a great 
job explaining much of the variation in 
adult mental illness over the years 2006-
2010, as the total R2 value was 73.01%. 
This means that 73.01% of the variation in 
adult mental illness from 2006-2010 can be 
explained by all seven of the predictors in 
the model collectively. Based on the R2 
values obtained, Unemployment Rate 

(48.66%), Season of the Year (7.87%), and Drug Overdoses (4.56%) were the factors that were most 



 

 
 

correlated with adult mental illness, measured by suicide rate from 2006-2010. Unemployment rate 
appears to be especially correlated with adult mental illness, with a partial R2 of 48.66%, which is much 
higher than any of the other predictor, or X variables. Therefore, it is by far the variable that is most 
correlated with adult mental illness. 

Oddly enough, the model seemed to show 
that the effect of a worldwide H1N1 pandemic 
seemed to decrease adult mental illness. Under 
the “Coef” column, you can see that the slope 
coefficients for H1N1 Deaths^2 and Pandemic? 
were both negative. Additionally, as shown by 
the graphic to the right, the combination of 
H1N1 Deaths, H1N1 Deaths^2, as well as the 
indicator variable Pandemic? were all 
significant at the 0.05 level. (Note: only one of 
H1N1 Deaths or H1N1 Deaths^2 needed to be 
significant at the 0.05 level for them both to be); 
this indicates that not only were the slopes negative, but they were also significantly negative.  
 

As you can see above, when writing my conclusions, I made sure to base all of my answers 
around the two research questions that I wrote at the beginning of the project. After all, what is the point 
of writing research questions if you don’t intend to answer them! Finally, I want to address one last 
pitfall that is so common for students to fall into when writing their conclusions and it is that 
correlation does not imply causation! Just because a variable or group of variables might be highly 
correlated with the response does not mean that those variables cause the effect seen in the response 
data! This is due to potential confounding variables that a DataJam project cannot possibly account for. 
Additionally, a correlation is not directional, so it can tell you one variable is leading to another when it 
could easily be the other way around. Instead, simply say that these variables are highly correlated with 
each other. 

 

 
 

Take-Home Messages: 
1. Be sure to frame your interpretations so that they fully answer your research questions! 
2. Correlation does not imply causation! 

 
 
 



 

 
 

Limitations and Suggestions for Future Research 
 

The last things you should discuss in your concluding remarks are limitations of your project, as 
well as suggestions for future research that can build off your project. To discuss the former of the two, 
every project has its limitations. Yes, even those projects conducted by specialized researchers, in a 
formal lab, using million-dollar equipment. Likewise, don’t be afraid to acknowledge these limitations – 
it is an important part of the project! These limitations likewise bridge into potential suggestions for 
future research, which are intended to cover those limitations, build off your project, or both. 
Successfully completing this step is a hallmark of a great DataJam project – it really shows you 
understand your project in and out and where it can go in the future. 

A few common limiting factors within a DataJam project are time and unavailability of data. 
While these two principles are good to state as limiting factors, keep in mind that almost every other 
group who completes this section will also state these two factors. This can get boring for the judges, so 
this is where it is time to get – yet again – creative! After doing some thinking, some of the other 
limiting factors I could think of for my project besides time and data availability were as follows: 

• Conflicts in team schedules limiting the possible number of meetings 
• Possible errors in source data collection/having to rely on third-party sources for data 
It is very important to know that most research usually builds off previous research, even in the 

professional field. As such, it is important to provide suggestions for future research so that fellow 
researchers have several ideas already in hand should they choose to build off your project. 

In my project, I wished to study the effects of the global H1N1 pandemic on mental health, seeing 
that the COVID-19 pandemic seemingly had a severe increase in adult mental illness. However, since I 
was unable to find complete data on the COVID-19 pandemic, a suggestion for future research would be 
for another group to use complete COVID-19 data once the pandemic is through to analyze this effect 
(voila, a limitation that can be covered through future research). Since the H1N1 pandemic had 
seemingly no increase in mental illness, it could be that it was either not severe enough or the effects of 
quarantine were what really led to this increase. As you can see, it is good to think about the results of 
your own research when developing suggestions for future research. 

Even this resource is an example of research, and as such I developed suggestions for its future 
research. Below you will find these ideas: 

 

 
 

Take-Home Message: Providing Limitations and Suggestions for Future Research are hallmarks 
of a sophisticated DataJam project, as it shows you understand your project very well! 


